

VIETNAM NATIONAL UNIVERSITY, HANOI
UNIVERSITY OF LANGUAGES AND INTERNATIONAL STUDIES
NGUYỄN THỊ TỐ LOAN
THE DEVELOPMENT AND ARGUMENT-BASED VALIDATION OF A SCALE FOR MEASURING VIETNAMESE EFL LECTURERS’ LANGUAGE ASSESSMENT LITERACY
(Thiết kế và xác trị thang đo năng lực đánh giá ngôn ngữ của giảng viên dạy tiếng Anh ở Việt Nam theo hướng dựa trên các lập luận)
Major: English Language Teaching Methodology
Code: 9140231.01
A dissertation submitted in partial fulfillment of the requirements for the Degree of Doctor of Philosophy in English Language Teaching Methodology
 
HANOI, 2025

VIETNAM NATIONAL UNIVERSITY, HANOI
UNIVERSITY OF LANGUAGES AND INTERNATIONAL STUDIES
NGUYỄN THỊ TỐ LOAN
THE DEVELOPMENT AND ARGUMENT-BASED VALIDATION OF A SCALE FOR MEASURING VIETNAMESE EFL LECTURERS’ LANGUAGE ASSESSMENT LITERACY
(Thiết kế và xác trị thang đo năng lực đánh giá ngôn ngữ của giảng viên dạy tiếng Anh ở Việt Nam theo hướng dựa trên các lập luận)
Major: English Language Teaching Methodology
Code: 9140231.01
Supervisors: 1. Assoc. Prof. Dr. NGUYỄN VĂN TRÀO
2. Dr. DƯƠNG THU MAI
HANOI, 2025

THESIS DECLARATION
I certify that this is completely my own work, which has been done after registering for a Ph.D degree at the University of Languages and International Studies under Vietnam National University, Hanoi. The work has not been previously submitted, in whole or in part, in any previous application for a degree.
Signature of the candidate:
Date: …../…../2025
           Nguyễn Thị Tố Loan
ACKNOWLEDGEMENTS
Writing the acknowledgements fills me with a range of emotions. Completing a PhD program is truly a journey of personal growth, marked by challenges, tears, inspiration, and moments of happiness. More importantly, it has been a journey made possible by the generous support of teachers, colleagues, friends, and family. I will always remain deeply grateful and full of respect for their kindness.
First and foremost, my deepest gratitude goes to Assoc. Prof. Nguyễn Văn Trào and Dr. Dương Thu Mai, my supervisors. Their unwavering guidance and encouragement at every stage of this journey inspired me to persevere. Their intellectual generosity, dedication to their work, and warmhearted mentorship have been a constant source of strength, and I feel incredibly fortunate to have learned from them.
I would also like to express my sincere gratitude to the committee, including the esteemed professors and doctors, whose thoughtful comments during each seminar have been invaluable in refining my thesis to perfection. Additionally, I remain immensely thankful to Dr. Huỳnh Anh Tuấn, Dean of the Faculty of Graduate Studies, and the faculty staff, whose valuable insights from the very beginning have played a significant role in shaping my research.
I also would like to express my gratitude to all the participants who have volunteered their time and efforts to complete the tests, the questionnaire, and the interviews that constitute the major sources of data for my study. They have contributed significantly to the completion of this thesis.
My heartfelt thanks extend to the Foreign Language Department at Hung Vuong University (HVU), my workplace, for supporting my dream of pursuing a PhD. I will always remember the continuous encouragement from my colleagues at HVU throughout this journey. A special thank you to my friends and colleagues, whose motivation and constructive feedback have been vital to my success.
Lastly, I wish to express my deepest gratitude to my family: to my beloved parents and parents-in-law, whose hard work has enabled me to receive a quality education; and to my loving husband and dear children, whose boundless love, understanding, and patience have given me the strength to overcome every challenge with a full and grateful heart.
ABSTRACT
This study focuses on the development and argument-based validation of a Language Assessment Literacy (LAL) scale for Vietnamese English as a Foreign Language (EFL) lecturers. Drawing on relevant theoretical frameworks, the study aims to construct a comprehensive model that represents the specific LAL competencies required by Vietnamese EFL lecturers (V-EFLLs). The study develops a self-report instrument, the LAL Scale (LALS), designed to assess lecturers’ knowledge, skills, and attitudes related to language assessment. Using Kane’s (2006) argument-based validation framework, the scale undergoes rigorous validation processes, including expert feedback, focus groups, and psychometric analyses such as Classical Test Theory (CTT) and Rasch analysis. These methods ensure the scale’s validity and reliability in capturing the essential components of LAL within the specific socio-cultural, political, and educational contexts of Vietnam. Four primary inferences guide the validation process: domain definition, evaluation, generalization, and explanation. These inferences assess the comprehensiveness of the scale’s content, the accuracy of scoring, the reliability of the scale across various contexts, and the effectiveness of the LALS in reflecting the construct of LAL. Data were collected from 177 V-EFLLs, and the results demonstrated that the LALS possesses strong psychometric properties, with appropriate levels of item difficulty, discrimination, and internal consistency. The study’s findings highlight the dynamic and context-specific nature of LAL, emphasizing the importance of ongoing professional development and the integration of both traditional and digital assessment tools. By validating a localized LAL framework for V-EFLLs, this research offers significant theoretical contributions, extending the global understanding of LAL and providing a valuable tool for future research and pedagogical practice. The LALS is a practical instrument that can be used for self-assessment, professional development, and policy-making, helping to address the unique LAL needs of EFL lecturers in Vietnam and similar contexts. This study contributes to the broader discourse on LAL by offering a model that is adaptable to diverse educational environments, ensuring the continuous improvement of language assessment literacy among EFL instructors.
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CHAPTER 1: INTRODUCTION
In this chapter, I introduce the background of the current research, outlining the essential role of Language Assessment Literacy (LAL) among Vietnamese EFL lecturers (V-EFLLs) in enhancing educational quality and meeting the demands of global educational reforms. I then address the research questions, which focus on developing and validating a scale to measure the LAL competencies of these lecturers, thereby addressing gaps in existing assessment practices and contributing to professional development. Finally, I provide an overview of the subsequent chapters of this Ph.D. thesis, which detail the theoretical framework, methodology, data analysis, and findings that underpin this study’s contributions to the field.

1.1. Rationale
In recent decades, global educational reforms have led to significant changes in assessment policies across many countries, highlighting the importance of regular assessments to enhance students’ learning experiences (Inbar-Lourie, 2008; Davison & Leung, 2009). This shift has expanded teachers’ responsibilities, requiring them to integrate assessments into both their teaching practices and the student learning process. Teachers are now expected to employ diverse assessment methods, actively involve students in assessment activities, use assessment data to inform instruction, and report students’ progress in alignment with external standards (Inbar-Lourie, 2008; Rea-Dickins, 2008). Consequently, assessing students’ performance has become a critical component of teachers’ work (Mertler, 2003; Mertler & Campbell, 2005), with research indicating that teachers devote a substantial portion of their time, estimated at a quarter to a third, to assessment-related tasks (Cheng et al., 2004).
Assessment, as defined by Stiggins (1991), is the process of gathering evidence of student achievement to guide educational decisions. The growing recognition of Assessment Literacy (AL) as an essential skill for teachers underscores the importance of understanding how to conduct valid and reliable assessments (Xu & Brown, 2016). Teachers with strong AL can make well-informed decisions about assessment practices, ensuring they are aligned with instructional goals (Popham, 2009; Xu & Brown, 2016). In contrast, a lack of AL can lead to invalid or unreliable assessments, which may mislead not only students but also key stakeholders such as parents, colleagues, and administrators (DeLuca & Klinger, 2010; Stiggins, 2010; Xu, 2019b). Therefore, AL is crucial for the success of educational assessment and directly influences the overall quality of education (Kane, 2006; Messick, 1989; Xu, 2019b). Furthermore, AL enhances teaching effectiveness by allowing teachers to interpret and use assessment results to meet diverse student needs and inform instructional decisions (Pastore & Andrade, 2019).
Within this broader context, LAL has emerged as a critical component for language teachers, particularly in the EFL context. LAL encompasses the specific knowledge, skills, and principles required to effectively assess language learners (Inbar-Lourie, 2013; Vogt et al., 2020). Adequate LAL is essential for ensuring the quality of assessment activities, making it a fundamental aspect of successful instruction and professional development (Davies, 2008; Giraldo, 2018; Xu, 2019a). For EFL teachers, LAL is especially crucial, as it directly correlates with the quality of language education and overall instructional success (Harding & Kremmel, 2016). EFL instructors, who simultaneously play the roles of teacher and assessor, require strong LAL to monitor students’ progress and make informed decisions based on assessment data (Hakim, 2015).
Despite the growing body of research on the importance of LAL, one of the significant gaps in the literature is the lack of reliable measurement tools specifically designed to assess LAL, particularly for EFL teachers. Research consistently reveals that many teachers, including language teachers, possess limited AL (Inbar-Lourie, 2008; Stiggins, 2010; Xu & Brown, 2016). This deficiency often results in poor assessment practices and misalignment between assessments and learning goals (Rea-Dickins, 2008). Moreover, the lack of focus on assessment training in pre-service and in-service teacher education exacerbates the problem, leaving many teachers underprepared to conduct effective assessments (Stabler-Havener, 2018).
In the Vietnamese educational context, particularly in tertiary EFL education, this issue is further pronounced. There is a significant gap in the AL of university lecturers, with limited research exploring the state of LAL among V-EFLLs. The rapid expansion of English education in Vietnam, driven by socio-economic reforms and global integration efforts (Ngo, 2018, 2021), underscores the critical need for language assessment competence among teachers. However, despite various government-led initiatives, such as the National Foreign Languages Project 2008 - 2020 (Project 2020), there remains a considerable lack of emphasis on developing comprehensive LAL frameworks or tools for assessing the LAL of teachers at the tertiary level.
This gap in Vietnamese tertiary EFL education justifies the need for a study that not only addresses the lack of a reliable measurement tool for LAL but also provides insights into the current state of LAL among university lecturers. The development and validation of such a scale would help measure the language assessment knowledge and skills of V-EFLLs, ultimately contributing to the improvement of teacher education programs and the overall quality of English language teaching in Vietnam. Therefore, this study seeks to fill these gaps by developing and validating a comprehensive LAL measurement scale tailored to the Vietnamese higher education context.
1.2. Research problem
The field of LAL has gained significant attention since Brindley (2001) integrated AL into language assessment. However, despite this focus, numerous challenges remain unresolved (Giraldo, 2018). Theoretical and empirical studies on LAL are still limited (Fulcher, 2012; Giraldo, 2018; Hakim, 2015), indicating that LAL is still in its developmental stages and requires further exploration (Yan & Fan, 2020). While Harding and Brunfaut (2020) argue that LAL research has advanced, a consensus on its definition has not yet been achieved, resulting in diverse studies and discussions about its nature.

The complexity of assessing language skills, influenced by numerous factors affecting the reliability and validity of assessment processes, necessitates specialized LAL components suited to specific educational and social contexts. One significant gap in the literature is the absence of validated instruments for measuring LAL, particularly when compared to the abundance of AL inventories in general education. Studies reveal that LAL is a multifaceted, context-sensitive construct with poorly defined dimensions (Coombe et al., 2020; Giraldo, 2021). There is an urgent need to better define EFL teachers’ LAL and develop appropriate measurement tools that align with their professional responsibilities.

In the Vietnamese higher education context, the push for English language proficiency as a key component of students’ employability has increased the demand for accurate and effective language assessment (Bodewig & Badiani-Magnusson, 2014; Tran, 2019). However, there is a notable lack of comprehensive frameworks outlining the necessary competencies for V-EFLLs in this area (Nguyen, 2017; Pham, 2017). Although various reforms, such as Project 2020, have aimed to enhance English language teaching and assessment in Vietnam, assessment practices at the tertiary level remain largely summative and test-oriented (Nguyen, 2013; Ngo, 2018). This heavy reliance on high-stakes exams has limited the integration of formative assessment techniques, thereby restricting opportunities for authentic language evaluation.

Several barriers hinder the effective implementation of LAL frameworks in Vietnamese HE. Resistance to change among faculty and administrators, often rooted in long-established assessment traditions, poses a significant challenge. Many lecturers perceive alternative assessment methods as time-consuming and impractical given existing institutional structures (Phung & Tran, 2017; Vu, 2017). Furthermore, resource constraints, including limited professional development opportunities, insufficient technological support, and inadequate access to assessment training, have further impeded the adoption of innovative assessment approaches (Ngo, 2021). The lack of institutional encouragement for assessment literacy development means that many lecturers rely on their intuition or prior experiences rather than evidence-based assessment practices.

Despite efforts to conceptualize LAL from the perspectives of both researchers and pre-service teachers (Butler et al., 2021), the focus remains predominantly on in-service teachers, with varying experience and expertise in language assessment. Understanding how in-service EFL lecturers in higher education settings conceptualize LAL is critical for bridging the gap between theoretical LAL frameworks and practical classroom application. Furthermore, studies suggest that LAL is demonstrated through observable and measurable behaviors, reflecting teachers’ competence in language testing and assessment (Griffin, 2014, 2018; Masters, 2003). However, without a validated instrument that captures these competencies in the Vietnamese context, it remains difficult to assess lecturers’ LAL levels systematically.

Given the absence of a well-articulated validity argument and validated instruments, particularly in Vietnam, this study seeks to address these gaps by developing and validating a Language Assessment Literacy Scale (LALS) specifically designed for V-EFLLs. By identifying key competencies and assessing lecturers’ LAL in a structured manner, this research will provide empirical evidence to inform professional development initiatives and enhance language assessment practices in Vietnamese higher education. It will contribute to the growing need for reliable LAL measurement tools and provide a foundation for future studies on LAL development in Vietnam and similar educational contexts.

1.3. Aims and objectives of the study
This study seeks to address gaps in the existing literature on LAL by developing and validating a comprehensive model that captures the core competencies of V-EFLLs in language assessment. It will contribute to improving teacher education programs and professional development in Vietnam by providing insights into the current state of LAL among EFL lecturers.
The study has two primary objectives:
- To develop an instrument (the LALS) to comprehensively assess the LAL of V-EFLLs.
Building on previous research and empirical data from Vietnamese lecturers, the first aim is to construct and calibrate a framework representing the LAL competencies specific to the context of Vietnamese higher education (HE). This instrument will focus on the critical competences required for effective language assessment in V-EFLLs.
- To validate the developed LALS using an argument-based validation framework.
The second aim is to validate the score interpretations using Kane’s (2006) argument-based validation framework, as expanded by Chapelle et al. (2008). This involves gathering both qualitative and quantitative evidence to evaluate four primary validity inferences. The domain inference confirms that the items in the LALS adequately represent the essential competences required for LAL among V-EFLLs. The evaluation inference ensures that performance scores on the LALS are observed and scored reliably, verifying that items function as intended. The generalization inference assesses whether the LALS produces stable scores that are generalizable across various assessment contexts. Finally, the explanation inference verifies that the LALS accurately reflects the theoretical construct of language assessment literacy for V-EFLLs and effectively differentiates proficiency levels among instructors.

These inferences provide a comprehensive framework for evaluating the validity and reliability of the LALS in measuring the LAL of V-EFLLs. The findings from this study will inform the design of curriculum and professional development programs aimed at enhancing language assessment competencies in Vietnamese higher education.
1.4. Research questions
This study aims to develop and validate a comprehensive scale to measure the LAL of V-EFLLs using an argument-based validation approach to ensure its reliability and relevance. The research is guided by two primary questions that reflect the study’s core objectives. To systematically address the complexities of scale validation, the second research question is further divided into sub-questions, each focusing on a specific aspect of validation. These questions collectively establish a structured framework for empirical investigation.

RQ1: What are the criteria for a scale that measures the language assessment literacy (LAL) of Vietnamese EFL lecturers (V-EFLLs)? 
RQ2: To what extent is the developed LAL scale a valid and reliable instrument for assessing the LAL of V-EFLLs?

RQ2.1. To what extent do the criteria in the LALS accurately represent the LAL construct for V-EFLLs, as determined by expert feedback and content relevance? 
RQ2.2. To what extent do the criteria of the LALS for V-EFLLs demonstrate satisfactory psychometric properties to ensure reliable and valid measurement? 
RQ2.3. How generalizable are the LALS scores across different demographic groups and levels of experience among the studied V-EFLLs? 
RQ2.4. How well do V-EFLLs’ self-ratings on the LALS reflect their actual LAL competencies, and to what extent do the items effectively differentiate their proficiency levels? 
1.5. Methodological considerations
This study utilized an exploratory sequential mixed methods design (Creswell & Plano Clark, 2018) to develop and validate the LALS for V-EFLLs. The process began with qualitative data collection through semi-structured interviews and expert feedback, which informed the subsequent quantitative phase. This approach allowed for an in-depth exploration of LAL components before transitioning to measurement, with data integration following an argument-based validity framework.
The qualitative phase focused on gathering insights from EFL lecturers on the clarity, relevance, and applicability of LALS items. Expert feedback was also gathered to evaluate the items’ appropriateness for representing LAL competencies. The quantitative phase then involved scoring lecturers’ responses to the trialed scale, providing psychometric evidence to support the validity of the instrument.
The development of the LALS included a multi-stage process beginning with a literature review to draft the scale. This draft underwent a focus group review for qualitative feedback on its relevance and accuracy, leading to revisions based on participants’ suggestions. Following this, two rounds of expert paneling refined the scale further, Round 1 focused on clarity, relevance, and representativeness, while Round 2 emphasized developmental alignment and logical item progression.
In the final quantitative phase, the revised scale was trialed with EFL lecturers, whose responses were analyzed for psychometric validity. Some qualitative findings were translated into quantitative variables, enabling a comprehensive analysis that merged data from both phases. This method ensured that initial qualitative insights meaningfully informed the quantitative assessment, aligning with established practices in construct validation (e.g., Kane, 2006; Messick, 1995).
The instrument design incorporated construct mapping (Wilson, 2011; Wolfe & Smith, 2007a), defining LAL as a continuum of skills. A developmental model arranged items to reflect increasing proficiency, supported by the partial credit model (Masters, 1982) for response analysis. Rasch analysis provided structural validity by mapping item difficulty and teacher ability on a single scale.
The systematic process combined theoretical and psychometric approaches, establishing a criterion-referenced framework that breaks down LAL into core competencies, observable behaviors, and performance criteria. Through this rigorous, multi-stage methodology, the LALS provides a valid, context-sensitive tool for assessing the LAL competencies of V-EFLLs, supporting enhanced AL within Vietnam’s higher education context.
1.6. Scope of the study

This study develops and validates a LALS specifically designed for V-EFLLs in higher education. The study provides a comprehensive model for assessing LAL competencies within the Vietnamese context, ensuring a localized and contextually relevant framework.

The research focuses on in-service V-EFLLs actively engaged in teaching and assessing English at the university level. A total of 177 lecturers from diverse institutions across Vietnam participated in the validation phase, ensuring broad representation. Geographically, the study is limited to higher education institutions, excluding primary and secondary school teachers due to differences in assessment contexts, pedagogical approaches, and training requirements. Data collection and validation were conducted between 2023 and 2024, capturing contemporary trends and practices in LAL while considering national educational reforms, including the National Foreign Languages Project 2020 and its subsequent policy updates.
To ensure a rigorous validation process, this study employs Kane’s (2006) argument-based validation framework, encompassing four key inferences: domain description, evaluation, generalization, and explanation. This framework systematically evaluates the LALS’s construct validity and practical applicability. The study adopts a psychometric approach, integrating Rasch measurement theory (Wright & Masters, 1982) and Classical Test Theory (Hambleton & Swaminathan, 1985) to establish the scale’s reliability, validity, and measurement precision. Furthermore, a developmental perspective, drawing on Griffin (2018), Wilson (2011), and Masters (1982), conceptualizes LAL as a progressive construct, reflecting the evolving competencies required for effective language assessment.

While the study is focused on university-level EFL lecturers, it does not extend to pre-service teachers or secondary school instructors. Although the LALS is validated within the Vietnamese higher education system, its applicability to other educational settings or international contexts remains an area for future research. Additionally, the study primarily relies on self-reported data, which, while valuable for capturing lecturers’ perceptions and self-assessments, may introduce potential biases. To enhance the validity and robustness of the findings, multiple triangulation methods are incorporated, including expert panel reviews, focus groups, and psychometric analyses.

1.7. Significance of the study
This study holds significant theoretical, methodological, and practical contributions to the field LAL research, particularly in the context of V-EFLLs. 
Theoretically, the study addresses an important research gap by clarifying the conceptualization of LAL from the perspective of in-service tertiary EFL teachers, a group often overlooked in existing literature. Previous studies have largely focused on pre-service teachers (Mertler & Campbell, 2005) and have primarily been conducted in Western contexts. By focusing on in-service EFL university instructors in Vietnam, this study extends the scope of LAL research, offering a more holistic understanding of its components. This contributes to the broader body of LAL knowledge by shedding light on how LAL is conceptualized and operationalized within a non-Western, higher education context. The insights from this study will provide a valuable framework for future research and help advance efforts to improve language education and assessment practices.
Methodologically, this study applied both the developmental approach for scale development and Kane’s argument-based validation framework (Kane, 2004, 2013). While these frameworks have been extensively used in language testing to ensure robust test design and quality, their application in LAL research has been limited. This study’s use of these frameworks contributes to the methodological rigor of LAL research, offering a structured approach to developing and validating a context-specific scale for assessing LAL.
Practically, the study offers a ready-to-use, validated LALS that can be employed for pedagogical and research purposes. Vietnamese EFL university instructors, as well as instructors in similar contexts, can use the scale for self-assessment or professional development, identifying gaps in their language assessment knowledge and setting relevant goals. The findings from this research can inform the design of both pre-service teacher education programs and in-service professional development initiatives, addressing the specific LAL needs of instructors. Furthermore, this research provides valuable insights into current LAL levels among V-EFLLs, which can inform policy decisions and contribute to the broader development of LAL in the region.
1.8. Structure of the study
There are nine chapters in the thesis: 
Chapter One introduces the study’s context by highlighting the critical need for V-EFLLs to develop competencies in language assessment. It addresses the research gap and local demands, presents the rationale, aims, research questions, and structure of the study, and emphasizes the importance of a validated LALS for the professional development of V-EFLLs.

Chapter Two examines LAL as a comprehensive professional competence, essential for effective language assessment. It reviews key models alongside sociocultural, constructivist, and psychometric perspectives, framing LAL as an adaptive skill set. This foundation supports the development of a contextually relevant LAL framework for Vietnamese EFL educators.

Chapter Three focuses on scale development, detailing the stages involved in constructing the LALS. It discusses item generation, preliminary content validation, and the processes of refining items to ensure alignment with the theoretical framework, grounded in developmental assessment theories.

Chapter Four examines validation theories and frameworks relevant to the LALS, with an emphasis on the argument-based approach to validation. It lays the methodological foundations for evaluating the validity of the LALS, addressing how the scale’s items will be interpreted and used.

Chapter Five describes the research design, including the sample of V-EFLLs, recruitment processes, and data collection instruments. It outlines procedures for data collection and analysis, ensuring the LALS is supported by both theoretical insights and practical applications.

Chapters Six, Seven, and Eight present the calibration and validation processes of the LALS. Each chapter addresses specific stages in the calibration of latent variables and the psychometric properties of the scale, including item difficulty, discrimination, and fit statistics. These chapters detail how items were refined based on empirical data from Rasch analysis and Classical Test Theory (CTT) to ensure reliability and validity.

Chapter Nine concludes the thesis with a discussion of key findings and contributions to the field of language assessment. It also reflects on the study’s limitations and offers implications for future research in language assessment literacy.
CHAPTER 2: THE CONSTRUCT OF LANGUAGE ASSESSMENT LITERACY
This chapter delves into the essential elements of the major construct in this study - language assessment literacy (LAL), examining it from both conceptual and methodological perspectives. It begins by defining ‘assessment’ and ‘literacy’ and traces the expansion of literacy from traditional skills to broader competencies across domains. Key LAL models are reviewed, competence-listed, three-component, scaled, and negotiation, each illustrating distinct facets of LAL. Through sociocultural, constructivist, and psychometric lenses, the chapter situates LAL as an evolving, context-sensitive skill set. Finally, this chapter provides a foundation for developing a tailored LAL framework suited to the needs of Vietnamese EFL educators.

2.1. Understanding assessment literacy in education
Historically, the Oxford English Dictionary defined literacy as the competencies in reading, writing, and basic numerical ability, particularly in the context of foundational education aimed at equipping individuals with essential communication and mathematical skills. Over time, however, literacy has evolved significantly, expanding to encompass broader competencies that are essential in diverse academic, professional, and scientific domains.
In educational discourse, two predominant definitions of literacy have emerged. The first, a dichotomous view, categorizes individuals as either ‘literate’ or ‘illiterate’ based on their ability to read and write (Wagner, 1998). The second, influenced by Kirsch (1990) and UNESCO’s study in 1956, conceptualizes literacy as a continuum, recognizing that individuals possess varying levels of proficiency in reading and writing, which enables them to engage in activities assumed to require literacy within their cultural or social contexts.
In modern contexts, literacy includes not only traditional reading and writing but also broader competencies such as numeracy, technological proficiency, and complex problem-solving skills (Taylor, 2013). For example, technological literacy refers to the ability to effectively use digital tools and platforms, representing literacy as competence in specific domains (Brumfit, 2010). In language education, the Alberta Education Institute (AEI) expands literacy to mean “the ability, confidence, and willingness to engage with language to acquire, construct, and communicate meaning in all aspects of daily living” (AEI, 2019), emphasizing literacy as an adaptable skill set applicable in varied contexts.
The concept of assessment literacy emerged with Stiggins (1991), who described it as an understanding of what is being assessed, why, and how to conduct assessments effectively.  To fully grasp AL, it is essential to differentiate among related terms: assessment, measurement, testing, and evaluation. Figure 2.1. displays how these authors differed from testing, assessment, measurement, and evaluation in relation to the practice in the classroom.
Figure 2.1

Interrelationship between teaching, assessment, measurement, testing and evaluation in accordance with Brown and Abeywickrama (2010)
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Assessment is an overarching term encompassing the processes of designing, implementing, and interpreting tools to monitor learning progress, often aimed at providing feedback and categorizing learners’ abilities. Brown and Abeywickrama (2010), in agreement with O’Sullivan (2017), define assessment as a developmental process that promotes learning by enabling educators to use diverse methods, such as worksheets, quizzes, or rubrics, to support skill development in specific disciplines. Measurement, meanwhile, refers to assigning quantitative values (e.g., scores or grades) to learners’ abilities, as Bachman (1996) explains, to benchmark performance against established standards. Testing denotes the specific instruments used to capture data on learners’ competencies, such as exams or checklists, to identify and quantify knowledge and skills. O’Sullivan (2017) views tests as tools for making educational decisions, such as student progression. Finally, evaluation focuses on analyzing assessment outcomes to provide insights for improving instructional strategies or policy decisions. According to Thorndike and Hagen (1961), evaluation involves a critical review of results that can enhance curricula and educational systems. By understanding these distinctions, educators can refine assessment practices to address both educational and social goals (McNamara & Roever, 2006).
This study aligns assessment literacy with assessment competence to emphasize the functional aspect of assessment skills. Muller et al. (2006) suggest that while “literacy” and “competence” are often used interchangeably, competence more specifically implies the practical, functional ability to achieve desired educational outcomes through assessment practices. By framing AL as assessment competence, this study underscores the application of skills, knowledge, and attitudes in ways that directly enhance teaching and learning outcomes. This perspective situates AL as a practical competence necessary for educators to make effective, informed decisions regarding student evaluation and instructional improvement.
This foundational understanding of AL sets the stage for exploring LAL, a specialized subset of AL. Recognized as a professional competence, LAL integrates technical knowledge, skills, and attitudes that allow educators to understand, design, and evaluate language assessments proficiently. Building on the works of researchers like Inbar-Lourie (2008), Pill & Harding (2013), and Stiggins (1999), LAL is conceptualized as a functional and holistic construct that parallels and complements the broader concept of AL. The following section traces LAL’s historical and theoretical development, emphasizing its role as an evolving competence within diverse educational settings.
2.2. Ontological and epistemological assumptions in defining language assessment literacy
Defining LAL necessitates a comprehensive approach that encompasses both ontological and epistemological dimensions. Ontologically, LAL is a construct that can be understood as socially constructed, context-dependent, and measurable. Epistemologically, the acquisition and development of LAL involve experiential, social, and reflective processes that enable educators to adapt their practices to diverse linguistic and cultural contexts. Through the lens of sociocultural, constructivist, and psychometric theories, this section offers a multi-layered conceptualization of LAL as an evolving and contextually embedded competence, addressing both its inherent complexity and its capacity for systematic measurement.

2.2.1. Sociocultural theory: LAL as a socially constructed competence

Sociocultural theory posits that learning and development are rooted in social interactions and shaped by cultural contexts. According to Vygotsky’s (1978) sociocultural framework, LAL is viewed as a competence co-constructed within specific cultural and institutional settings. This perspective suggests that LAL extends beyond technical skills; it encompasses the social practices through which educators engage in assessment, influenced by the norms, values, and expectations of their communities. Educators’ competencies in assessment, therefore, evolve as they participate in these settings, adapting to and internalizing the contextual demands and standards that inform effective assessment practices. In this way, LAL is inherently dynamic, changing in response to interactions within the sociocultural landscape of the educational environment.

The concept of LAL as a socially constructed competence aligns with Lave and Wenger’s (1991) model of “communities of practice,” which posits that knowledge and competence are acquired through active participation in a group with shared practices and goals. This model highlights that educators build LAL through interactions with peers, mentors, and other stakeholders, making it a collaborative construct that reflects the values and expectations of their communities. Through these social interactions, educators refine their assessment skills, adjusting them to meet the demands of their context. Lantolf and Thorne (2006) further support this view, suggesting that educators develop LAL through repeated engagement in social practices where they collaboratively construct and adapt their understanding of effective assessment. 

From an epistemological perspective, this implies that LAL knowledge is constructed through guided learning and meaningful social interactions, which, in turn, reinforce and refine educators’ assessment competence. Within this framework, Vygotsky’s Zone of Proximal Development (ZPD) concept plays a crucial role, as educators are likely to expand their assessment literacy by collaborating with more knowledgeable colleagues, gradually moving beyond their current skill level through socially mediated learning (Tharp & Gallimore, 1988).

2.2.2. Constructivist theory: LAL as an adaptive, reflective competence

Constructivist theory, as articulated by scholars like Piaget (1977) and Dewey (1938), views knowledge as actively constructed by individuals through experience, reflection, and engagement with specific situations. Within this theoretical framework, LAL is seen as a learner-centered competence that develops in response to each educator’s unique experiences and the situational demands of their teaching environment. Constructivist theory assumes that educators construct LAL through direct involvement in assessment processes, where each experience builds upon previous ones to deepen their competencies and refine their understanding of effective assessment practices. This aligns with Dewey’s (1938) notion of experiential learning, which suggests that knowledge emerges from hands-on experiences, supported by ongoing reflection and adaptation to context.

Epistemologically, constructivist theory emphasizes that knowledge acquisition in LAL relies on reflection and critical analysis, which Schön (1983) refers to as reflective practice. Educators, as reflective practitioners, continuously evaluate and adjust their assessment approaches based on past outcomes and feedback. Kolb’s (1984) experiential learning cycle reinforces this view, positing that learning occurs through an iterative process where educators encounter challenges, reflect on them, and adapt their methods accordingly. Piaget’s (1977) concept of accommodation is relevant here, as educators update their mental frameworks to integrate new insights gained through practice, enhancing their LAL as they adapt their approaches to diverse assessment scenarios. Scarino and Liddicoat (2009) add that LAL, from a constructivist perspective, is an evolving competence that reflects educators’ engagement with unique assessment contexts, fostering adaptability and responsiveness in their assessment practices.

2.2.3. Psychometric theory: LAL as a measurable competence

Psychometric theory offers an ontological perspective that conceptualizes LAL as a quantifiable and objectively measurable competence. This approach assumes that LAL can be systematically developed, observed, and evaluated through clearly defined standards and performance benchmarks. Glaser’s (1981) criterion-referenced assessment model supports this perspective, emphasizing that competencies like LAL can be monitored through structured measurement, using defined benchmarks to assess educators’ proficiency levels. Psychometric frameworks, such as Rasch Measurement Theory (Wright & Masters, 1982) and Item Response Theory (IRT) (Hambleton & Swaminathan, 1985), provide a foundation for scaling LAL and placing it on a continuum. In these frameworks, educators’ LAL is viewed as a latent trait that can be assessed objectively, allowing their proficiency to be tracked as they progress through increasingly complex assessment tasks.

From an epistemological standpoint, psychometric theory supports the objective assessment of LAL knowledge through reliable, validated tools. These tools enable institutions to measure LAL consistently across various contexts, facilitating the identification of areas where professional development is needed and establishing performance standards (Crocker & Algina, 2008). Bond et al. (2020) emphasize that psychometric approaches are grounded in empirical validation methods, allowing educators’ LAL to be measured along a standardized scale. This approach to LAL promotes the use of statistical tools and objective measures to ensure consistent, reliable evaluations, which is essential for systematic growth and the establishment of uniform standards in LAL development.

2.2.4. Integrated perspective: Developmental models in LAL 
Developmental models provide an integrative approach to conceptualizing LAL by synthesizing insights from sociocultural, constructivist, and psychometric theories. This perspective posits that LAL is not only a static set of skills or knowledge but rather an evolving competence that develops through structured, staged progression. According to Griffin et al. (1997, 2004, 2007, 2018), LAL can be viewed along a continuum, where educators advance from basic to expert by building upon their existing skills and adapting to more complex assessment tasks over time. This progression is mapped through distinct developmental stages, allowing educators to acquire increasingly sophisticated competencies as they respond to the demands of diverse educational contexts.

Ontologically, developmental models view LAL as both a latent and observable competence that changes through experiential learning and social interaction. Masters (2003) and Larter (1991) argue that developmental models offer a structured reference for tracking individual growth and identifying specific interventions that can facilitate professional advancement in LAL. By framing competence as an attribute that progresses through stages of increasing complexity, these models incorporate elements from Vygotsky’s (1978) Zone of Proximal Development (ZPD), in which educators enhance their competence through guided practice and support, moving toward independence as their expertise grows. Developmental models, therefore, highlight that LAL is not only acquired but continually refined through experiences and evolving contextual demands.

Epistemologically, the developmental model combines elements of objective measurement with experiential learning. The model acknowledges that while LAL can be quantified, it is also shaped by reflective practice, social interaction, and adaptation to context. Griffin, Francis, and Robertson (2018) suggest that developmental models align with Glaser’s (1981) criterion-referenced approach by assessing LAL along a continuum of proficiency, while also supporting constructivist and sociocultural views that emphasize learning as an adaptive and context-sensitive process. By incorporating both psychometric assessments and reflective feedback, developmental models foster a balanced approach that values structured growth as well as the adaptability required to navigate complex assessment situations.

This integrative framework is particularly relevant for educators in diverse contexts, such as V-EFLLs, whose LAL development is shaped by unique cultural and institutional factors. Developmental models enable these educators to track their growth through measurable stages, while also responding to the specific demands of their teaching environments. By synthesizing elements from multiple theories, the developmental perspective provides a comprehensive view of LAL that reflects both technical skills and adaptive expertise, facilitating continuous professional development and encouraging reflective practice as part of a lifelong learning trajectory.
2.3. Approaches to define language assessment literacy (LAL)
Building on the theoretical foundation of LAL, scholars have proposed multiple approaches to define and structure LAL as a professional competence. Four primary approaches emerge from the literature: the competence-listed approach, the three-component approach, the scaled approach, and the negotiation approach. Each of these conceptualizations captures distinct aspects of LAL, reflecting variations in how LAL is developed, assessed, and applied in educational settings. However, while these approaches offer valuable insights, they also present certain limitations, particularly regarding their adaptability to different educational systems and teaching realities, such as those in Vietnam. Table 2.1 summarizes these key approaches and their associated scholars.

Table 2.1
Four main approaches of defining LAL
	No.
	Approaches
	Author (Date)

	1
	Competence-listed approach
	American Federation of Teachers, National Council on Measurement in Education, and National Education Association (AFT, NCME & NEA, 1990), Stiggins (1991), and Brookhart (2011)

	2
	Three component approach
	Lam (2019) and Pastore & Andrade (2019)

	3
	Scaled approach
	Pill & Harding (2013), Taylor (2013), Baker & Riches (2017), Kremmel & Harding (2020), and Bøhn & Tsagari (2021)

	4
	Negotiation approach
	Xu & Brown (2016), Huang & Yang (2019) and Herppich et al. (2018)


2.3.1. Competence-listed approach
Competence-listed approach, among the earliest frameworks in LAL, outline specific skills necessary for teachers to conduct assessments effectively. A foundational example is the “Standards for Teacher Competence in Educational Assessment of Students” by the American Federation of Teachers (AFT), National Council on Measurement in Education (NCME), and National Education Association (NEA, 1990), which identifies seven core competencies essential for conducting assessments, such as selecting and developing assessment methods and recognizing ethical practices. While these standards have been widely influential, they have been critiqued for overemphasizing summative assessments and lacking attention to formative and contextual assessment practices (Brookhart, 2011).
Responding to these critiques, Brookhart expanded the framework to include competencies in formative assessment and understanding discipline-specific learning goals, emphasizing the teaching-centered and developmental nature of assessment. Brindley (2001) further refined competence-listed approach by introducing a model that distinguishes levels of AL based on teachers’ roles, highlighting the need for tailored training to meet varying degrees of involvement in assessment tasks. This approach underscores the importance of socio-cultural awareness and the ability to navigate diverse educational contexts.
Together, these competence-listed approaches contribute a multifaceted view of LAL, from foundational technical skills to socio-cultural awareness, aiming to support teachers’ evolving roles in language assessment. These models underscore the importance of equipping educators with both technical competencies and the ethical, contextual knowledge needed to navigate complex assessment landscapes effectively. 

However, while this approach provides a clear skill set, it has been critiqued for overemphasizing summative assessment and lacking contextual awareness. The assumption that LAL is simply a checklist of technical skills ignores how teachers’ beliefs, institutional constraints, and cultural factors influence their assessment practices. In Vietnam, for instance, many lecturers struggle with implementing alternative assessments due to deeply ingrained exam-driven evaluation systems (Nguyen, 2013; Phung & Tran, 2017). Therefore, applying a purely competence-listed approach without considering local constraints may not fully capture the realities of LAL in this context.
2.3.2. Three-component approach
The three-component approach extends beyond the knowledge- and skills-based focus of the competence-listed approach by integrating broader contextual and ethical considerations into the conceptualization of LAL. This model positions LAL as a multifaceted construct, encompassing technical expertise, ethical principles, and socio-political awareness. Key contributions to this approach include the works of Davies (2008), Fulcher (2012), Giraldo (2018), Inbar-Lourie (2008), Lam (2019), and Pastore & Andrade (2019), each of whom has provided nuanced perspectives on how LAL operates within classroom, institutional, and policy-driven assessment settings. 

One of the foundational models in this approach is Davies’ (2008) “Knowledge + Skills + Principles” framework, which argues that AL is incomplete without a strong grounding in principles that shape ethical and effective assessment practices. His model is structured as follows:

· Knowledge: A theoretical understanding of assessment concepts, measurement principles, and testing frameworks.

· Skills: The practical application of assessment tools, including test development, grading, statistical analysis, and software proficiency.

· Principles: Ethical guidelines, such as validity, reliability, fairness, and transparency, which ensure that assessment practices serve their intended purpose without bias.

 Davies’ framework remains highly influential, as it emphasizes the interconnectedness of theoretical knowledge, applied expertise, and ethical considerations. Recent studies (e.g., Giraldo, 2018; Lin, 2019) have reinforced this perspective, suggesting that language assessment should be viewed as an ethical responsibility, not just a technical exercise. Similarly, Inbar-Lourie (2008) introduced the “Why + What + How” framework, which reframes LAL in terms of purpose, content, and methodology. Unlike Davies’ model, which focuses on professional competencies, Inbar-Lourie highlights the socially embedded nature of assessment. She argues that assessment literacy must consider:

· Why assessment is conducted (e.g., for certification, placement, or formative feedback).

· What aspects of language ability are assessed (e.g., speaking, writing, pragmatics, intercultural competence).

· How assessments are designed and implemented (e.g., traditional tests vs. alternative assessments).
Her model underscores the impact of assessment on learners, institutions, and policy decisions, reinforcing the need for culturally and contextually appropriate assessment practices. This perspective aligns with scholars like Shohamy (2001) and Harding & Kremmel (2016), who argue that language assessment is not just a technical act but a socially and politically charged process that can influence curriculum, pedagogy, and educational equity.

Building on these conceptualizations, Fulcher (2012) proposed a hierarchical model that situates LAL within broader institutional and societal structures. His three-tiered framework consists of:

· Practices: The technical competencies required for effective assessment (e.g., test design, item analysis, grading techniques).

· Principles: The underlying philosophies of assessment (e.g., validity, reliability, fairness).

· Contexts: The external forces shaping assessment, including institutional policies, national educational goals, and socio-political influences.

Fulcher’s (2012) model suggests that educators must navigate the interplay between their technical expertise, ethical considerations, and external assessment constraints. His work underscores that LAL is not a fixed skill set but a dynamic competence that evolves as educators adapt to changing educational policies and institutional expectations.

Figure 2.2

Language assessment literacy: An expanded definition (Fulcher, 2012, p. 126)
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Lam (2019) and Pastore and Andrade (2019) further expanded the concept of three-component approach by including teachers’ belief systems, socio-emotional aspects, and local contexts. Pastore and Andrade’s (2019) take the same approach by emphasizing the socio-contextual, cultural, relational, and emotional aspects of assessment practice (see Figure 2.3). Adopting a holistic and adaptive competence perspective, this model incorporates a three-dimensional framework, encompassing conceptual, practical, and socio-emotional dimensions of assessment, which are closely connected to local contextual factors, including teachers’ professional insights and practices, as well as the specific school and classroom environments. This approach aligns with the idea of AL as a fluid and context-sensitive capability, shaped by the professional insights and classroom experiences of teachers.
Figure 2.3

Pastore and Andrade’s (2019) three-dimensional framework
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While the three-component approach provides a comprehensive and ethically grounded framework, it also has certain limitations. First, many of the models within this approach are theoretical and have not been systematically validated in EFL settings, particularly in non-Western educational systems like Vietnam. The emphasis on ethics and contextual factors, while valuable, remains underexplored in practical classroom applications. Second, in resource-limited contexts such as Vietnamese HE, where AL training is not widely integrated into teacher education programs, expecting teachers to internalize all three dimensions (knowledge, skills, principles) without institutional support may be unrealistic. Many lecturers are unfamiliar with alternative assessment methods and rely on traditional, summative assessment approaches due to institutional constraints (Pham, 2017; Ngo, 2018). Third, while models such as Inbar-Lourie (2008) and Pastore & Andrade (2019) argue that AL must consider ethical and socio-emotional aspects, they do not provide clear guidelines on how teachers can develop these competencies. Without structured professional development programs and ongoing support mechanisms, ethical awareness may remain a theoretical concept rather than a practical competency.

2.3.3. Scaled approach
Several multi-dimensional scaled approaches have been developed to address limitations in the three-component approach, which often lack specificity regarding the depth of LAL required for teachers. Models by Pill and Harding (2013), and Taylor (2013) introduced continuum scales with varying dimensions. Baker and Riches (2017) proposed a seven-dimensional model, Kremmel and Harding (2020) expanded it to nine dimensions, and Bøhn and Tsagari (2021) introduced a ten-dimensional model.
In contrast to prior approaches, which viewed LAL as binary, either literate or illiterate, Pill and Harding (2013) proposed a developmental continuum with five stages of LAL: illiteracy, nominal literacy, functional literacy, procedural and conceptual literacy, and multidimensional literacy. This “literacy ladder” was innovative in applying scientific and mathematical literacy concepts to LAL. However, Harding and Kremmel (2016) critiqued the model’s focus on procedural knowledge and its limited attention to social, ethical, and political competencies, as well as its lack of guidance on the specific LAL levels required for different stakeholders.
Taylor (2013) integrated the componential and developmental perspectives (Brindley, 2001; Davies, 2008; Fulcher, 2012) by conceptualizing LAL with eight dimensions across five stages, from illiteracy to multidimensional literacy, mapped onto different stakeholder groups. Her model, as shown in Figure 2.4, stands out to include teachers’ personal beliefs and attitudes, acknowledging how assessment attitudes influence willingness to adopt new practices. While innovative in considering stakeholder differences, the model’s speculative nature leaves some dimensions, such as local practices and personal beliefs, open to further definition (Harding & Kremmel, 2016).
Figure 2.4

LAL profile for classroom teachers (Taylor, 2013, p. 410)
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Figure 2.5

Baker and Riches’ (2017) seven-dimensional diagram of LAL
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Baker and Riches (2017), Kremmel and Harding (2020), and Bøhn and Tsagari (2021) refined Taylor’s model with Baker and Riches embedding socio-cultural values within each dimension rather than as a standalone component. Their revised model (Figure 2.5) reclassified dimensions as theoretical knowledge, task performance, pedagogy, collaboration, local practices, personal beliefs, and decision-making, with emphasis on proficiency in pedagogy, local practices, and beliefs over theoretical knowledge.
Kremmel and Harding (2020) further expanded this framework with a nine-component LAL model, validated through empirical study (see Figure 2.6). This model incorporated additional components like “statistical and research methods” and “washback and preparation,” and found that language teachers struggled most with statistical knowledge, highlighting a development area.
Figure 2.6

Kremmel and Harding’s (2020) nine-dimensional diagram of LAL
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Figure 2.7

Bøhn and Tsagari’s (2021) 10-dimensional framework of LAL
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Similarly, Bøhn and Tsagari (2021) provided a ten-dimensional model (Figure 2.7), addressing Taylor’s lack of detailed dimensions by emphasizing proficiency in principles, pedagogy, and disciplinary competence, and highlighting lower proficiency in technical and collaborative skills.

These scaled models underscore the importance of diagnostic frameworks in LAL, as current models remain largely speculative without sufficient diagnostic guidance. The shift from competence-based to scaled, multi-dimensional models reflects a consensus on the need for nuanced, context-specific LAL profiles for diverse educational stakeholders (Kremmel & Harding, 2020). 

While scaled models offer a structured framework for LAL development, they face limitations in adaptability, measurement focus, and stakeholder differentiation. Many originate from Western contexts and assume consistent access to professional development, which may not reflect the constraints of Vietnamese HE. Their reliance on standardized measurements reduces LAL to technical skills, overlooking its socially constructed nature shaped by teachers’ beliefs and experiences. Additionally, frameworks such as Taylor (2013) and Kremmel & Harding (2020) attempt to differentiate LAL needs among stakeholders but lack empirical validation in real educational settings. Without clearer contextual adaptability and stakeholder-specific applications, these models remain theoretically valuable but require refinement for practical use.
2.3.4. Negotiation approach
Negotiation approach emphasizes the socio-cultural and contextual nature of assessment, underscoring the role of teachers’ negotiation and mediation in assessment processes. Xu and Brown’s (2016) model is among the notable contributions in this category, aiming to address limitations in multi-dimensional models by capturing the dynamic and complex nature of LAL while integrating it with teacher professional development. This approach offers a detailed view of AL components operating at multiple levels within teacher identity construction, a perspective further stressed by Looney et al.’s (2018) model of teacher assessor identity. Xu and Brown’s (2016) six-component negotiation pyramid reconceptualizes teachers’ AL in practice (see Figure 2.8). These components include:
1. The knowledge base, which included seven subcategories such as knowledge of discipline and Pedagogical Content Knowledge (PCK), knowledge of assessment principles and strategies, knowledge of scoring and effective feedback, knowledge of peer- and self-assessment, knowledge of interpreting and communicating assessment, and knowledge of ethical assessment.
2. Teacher conceptions of assessment, which included cognitive and affective dimensions as well as views on learning and beliefs.
3. Macro social-cultural & micro institutional contexts, which referred to the broad social and cultural assessment environment and local educational assessment contexts.
4. Teacher AL in practice, which showed the constant compromises in making decisions and taking actions in assessment.
5. Teacher learning, denoting teachers seeking a better understanding of assessment.
6. Assessor identity (re)construction, indicating the teacher identity constructed or reconstructed as assessors.
This model places the knowledge base at the foundation of the pyramid, emphasizing its essential role but recognizing it as insufficient on its own. Teacher conceptions of assessment constitute the second level, influencing and mediating this knowledge base. The third level incorporates macro- and micro-contexts, which define the boundaries within which AL is continuously negotiated, balancing teachers’ assessment beliefs with the contextual demands they encounter. At the next level, teacher learning acts as the driving force, propelling AL development toward the ultimate goal of (re)constructing assessor identity. This iterative process enables teachers to enhance their AL in a cyclical manner, advancing from a foundational understanding to a self-aware and reflective practice of assessment.

Figure 2.8

Xu and Brown’s (2016) AL framework
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Xu and Brown’s (2016) framework stands out to avoid a binary view of AL, instead presenting three levels of progression. At the first level, teachers develop a foundational mastery of assessment principles. In the second, they internalize assessment knowledge and skills, aligning them with teaching practices. Finally, at the third level, teachers cultivate a reflective, self-aware assessor identity, embodying AL as a dynamic continuum. This approach, later expanded by Xu (2019a) for EFL teachers, adds specific subcategories in the knowledge base, including disciplinary knowledge, assessment purposes and methods, and feedback practices.
Xu and Brown’s model also aligns with Huang and Yang’s (2019) research, which emphasizes AL development within a community of practice. Their work tracks identity transformation in EFL teachers, showing that this shift from traditional instructor to learning-oriented assessor results from active engagement with new assessment meanings. This transformative process involves teacher professional learning, interaction with researcher teams, and assessment cognition and practices. Such models highlight that assessment is socially situated, with teachers expected to adapt their practices in response to diverse contexts.
Looney et al. (2018) reinforce this view, associating AL with teacher identity and focusing on the ethical dimensions of assessment practice. This perspective emphasizes the importance of teachers’ beliefs, experiences, and emotions in their assessment practices. Expanding on this, Herppich et al. (2018) developed a comprehensive framework for teacher assessment competence, integrating personal, social, and contextual aspects. Their model presents AL as adaptable to teachers’ specific needs, allowing them to actively work on their competencies when faced with challenges.
In summary, negotiation approaches highlight the socio-cultural, contextual, and identity-based aspects of LAL, reflecting a developmental perspective that acknowledges mediation influences. The adaptive nature of these models suggests that concrete LAL meanings and requirements are ultimately context-dependent, varying by stakeholders and educational settings (Shahzamani & Tahririan, 2021; Pill & Harding, 2013; Xu & Brown, 2016). While the negotiation approach offers a context-sensitive view of LAL, it lacks clear assessment criteria, making standardized measurement difficult. Its emphasis on identity formation and social negotiation provides little guidance for implementation, particularly in restrictive educational environments like Vietnamese HE, where teachers have limited autonomy in assessment decisions. Additionally, its focus on teacher agency and social interaction overlooks technical competencies such as statistical analysis and test validation, risking conceptual awareness without practical proficiency.

2.3.5. Toward a process-based approach of language assessment literacy

Drawing on the insights from competence-listed, three-component, scaled, and negotiation approaches, this study conceptualizes LAL as a process-based professional competence that supports the continuous development of skills, knowledge, and reflective practices necessary for constructing, implementing, and interpreting language assessments. Rather than viewing LAL as a static body of knowledge or a fixed set of skills, this study frames it as an iterative, adaptive process shaped by teachers’ engagement with diverse social, political, and cultural contexts.

This process-based approach recognizes that LAL development is nonlinear and dynamic, requiring teachers to navigate institutional constraints, integrate evolving assessment methodologies, and reflect on their practices in response to educational reforms and technological advancements. By defining LAL as a fluid and evolving competence, this study aligns with contemporary theoretical frameworks (Inbar-Lourie, 2008; Fulcher, 2012; Xu & Brown, 2016), which emphasize the need for educators to:

- Continuously refine their assessment practices in response to pedagogical advancements and policy changes.

- Critically engage with the ethical, social, and political dimensions of assessment literacy.

- Develop assessment knowledge not in isolation but through professional collaboration and ongoing reflection.

This perspective ensures that LAL development is not limited to formal training programs but extends to real-world interactions, institutional mediation, and personal professional growth. By integrating technical expertise with critical awareness, educators are not only better equipped to design effective assessments but also empowered to engage meaningfully with the socio-political landscape of language assessment.

In the Vietnamese context, where assessment policies are largely top-down and high-stakes exams dominate evaluation methods, this process-oriented approach to LAL provides a flexible framework that accommodates institutional constraints while encouraging gradual shifts toward more formative, learner-centered assessment practices. It acknowledges that Vietnamese EFL lecturers may require different developmental pathways based on their teaching environments, professional backgrounds, and institutional policies.

By framing LAL as an ongoing professional competence rather than a fixed set of skills, this study highlights the importance of continuous adaptation, professional learning, and reflective engagement with assessment practices. This definition not only prepares educators to meet immediate assessment challenges but also fosters long-term professional resilience, equipping them to navigate future developments in language assessment, digital assessment technologies, and international educational standards. This process-based approach to LAL serves as the foundation for the subsequent development of a context-sensitive LAL framework that aligns with the realities of Vietnamese HE while maintaining global relevance in AL discourse.

2.4. Previous studies on language assessment literacy development
This section reviews previous studies on the development of LAL and the diverse methodologies employed to assess LAL among EFL educators across international and local contexts. These studies provide valuable insights into the design, application, and effectiveness of LAL frameworks. Table 2.2 offers a comparative summary of these studies, illustrating the range of research designs, instruments, sample characteristics, and psychometric properties found in LAL research.
Table 2.2
Summary of previous studies on LAL development
(Adopted from Tu, 2023’s work)
	Author(s)
	Research
design
	Instrument
	Item characteristics
	Sample
	Results
	Psychometric
properties

	Tao (2014)
	Mixed methods
	Scenario-based Classroom Assessment Knowledge Test, adapted from Mertler & Campbell’s (2005) Classroom Assessment Literacy Inventory
	24 multiple-choice
items, 9 assessment standards
	108 Cambodian EFL university
instructors
	EFL instructors demonstrated limited classroom assessment literacy
	Cronbach’s alpha α = .74

	Zolfaghari & Ashraf (2015)
	Quantitative
	Researcher-made inventory
	50 items, based on the assessment literacy
standards of Michigan
University (March
2013 v. 4.0)
	658 Iranian EFL teachers
	M = 32.54/50; SD = 5.98
	Cronbach’s alpha α = .86

	Xu & Brown (2017)
	Quantitative
	Scenario-based teacher assessment literacy questionnaire (Adapted from Mertler & Campbell’s (2005) Classroom Assessment Literacy Inventory)
	24 multiple-choice
items, 8 assessment competency domains,
3 items per domain
	891 Chinese EFL university teachers
	Teachers’ LAL was at basic level. (M = -0.18; SD=1.06).
	Cronbach’s alpha α = .53

	Farhady & Tavassoli (2018)
	Mixed methods
	Data-driven language assessment knowledge test
	33 closed-ended
items, 6 assessment
domains expanded
from Fulcher’s (2012)
needs assessment
questionnaire
	164 Iranian EFL teachers
	M = 15.62/33; SD = 5.40. EFL teachers had low levels of language assessment knowledge
	Cronbach’s alpha α = .74

	Ölmezer- Öztürk & Aydin (2018)
	Quantitative
	Language assessment knowledge scale
	60 dichotomous
true/false items (4
language skills, 15
items per language
skill)
	542 Turkish EFL university teachers
	A good model
data fit with the
obtained factor
loads
	Cronbach’s alpha α = .91

	Muhammad & Bardakci (2019)
	Quantitative
	Classroom Assessment Literacy Inventory (Mertler & Campbell, 2005)
	35 multiple-choice
items, 7 assessment
standards (5 items per
standard)
	101 Iraqi EFL teachers working at secondary & preparatory schools
	M = 14.34/35; SD
= 4.45
	Not reported

	Kremmel & Harding (2020)
	Quantitative
	Language Assessment Literacy Survey
	71 Likert-type items
	1,086 stakeholders
(including 645 English language
teachers worldwide)
	21 items removed,
9 sub-components
of LAL
	Cronbach’s alpha
α = .85 .96

	Tajeddin et al (2022)
	Quantitative
	Critical LAL Scale
	38 Likert-type items developed from literature review
	255 Iranian EFL teachers
	5 LAL components for Iranian EFL teachers
	Cronbach’s alpha α = .90

	Tu (2023)
	Mixed methods
	Language Assessment Literacy– Revised Vietnam (LAL-RV), adapted from Kremmel and Harding (2020)
	39 items 
	140 Vietnamese EFL university instructors
	Teachers at a moderate level
of LAL 
(M = 3.08/5.00, SD = .79)

	Cronbach’s alpha α = .96 .98 


Note. EFL = English as a foreign language; LAL = language assessment literacy
2.4.1. International studies on LAL development
International research on LAL has explored a variety of methodologies for assessing and enhancing the competencies language teachers need in this area. Stabler-Havener (2018) underscores the importance of defining and accurately assessing LAL, yet few tools are specifically available for language teachers, with many instruments designed for general assessment literacy rather than the nuanced requirements of language-specific assessment (Gotch & French, 2014). Xu and Brown (2016), in their research on Chinese EFL instructors, noted that existing LAL measures are often U.S.-centric, displaying only modest reliability when applied internationally. In a review of 36 AL measures across 50 studies from 1991 to 2012, Gotch and French (2014) found that most were objective tests, self-reports, or rubrics with limited psychometric support, thus revealing a significant gap in valid, reliable instruments specifically designed for LAL.
The demand for robust, context-sensitive LAL instruments is further documented by Volante & Fazio (2007), who argue that LAL measures should align closely with the specific needs of diverse educational settings. While quantitative approaches, often using surveys, are common, relatively few studies specifically measure LAL among EFL instructors in higher education contexts (Ölmezer-Öztürk & Aydin, 2018; Tao, 2014; Xu & Brown, 2017). Among those that do, various methods are employed, such as scenario-based tools (Muhammad & Bardakçi, 2019; Tao, 2014; Xu & Brown, 2017), skill-based measures (Ölmezer-Öztürk & Aydin, 2018), and researcher-developed instruments (Farhady & Tavassoli, 2018; Kremmel & Harding, 2020; Tajeddin et al., 2022; Zolfaghari & Ashraf, 2015). These approaches provide valuable insights but also indicate a persistent need for specialized, reliable instruments tailored to the LAL requirements of EFL educators globally.
Scenario-based measures are widely used internationally to assess LAL, as they allow teachers to engage with realistic, classroom-based scenarios. This approach, as demonstrated by Muhammad & Bardakçi (2019), Tao (2014), and Xu & Brown (2017), typically involves adaptations of Mertler and Campbell’s (2005) Assessment Literacy Inventory, which features multiple-choice questions embedded within practical assessment scenarios. The instrument evaluates general assessment competencies but has limitations due to its lack of language-specific items, making it less effective for EFL applications (Ölmezer-Öztürk & Aydin, 2018; Xu & Brown, 2017). Recognizing this, Tao (2014) and Xu and Brown (2017) made further modifications to the inventory to suit EFL contexts in Cambodia and China, respectively. However, both studies concluded that additional adaptations were needed to address the unique demands of LAL within non-U.S. settings, underscoring the challenges of modifying general assessment tools for language-specific purposes.
Skill-based measures, such as Ölmezer-Öztürk and Aydin’s (2018) Language Assessment Knowledge Scale (LAKS), offer a more focused approach by targeting language-specific assessment skills across the four core language areas: reading, writing, speaking, and listening. Developed and validated for Turkish higher education, the LAKS demonstrated strong internal consistency (Cronbach’s alpha = .91), although some inconsistencies were noted within individual skills. While the LAKS is promising as a reliable instrument for assessing LAL, it lacks broader validation in diverse EFL contexts, which limits its application as a universal measure of LAL.
In response to the lack of comprehensive LAL instruments, several studies have created unique, empirically grounded tools. Zolfaghari & Ashraf (2015) developed a 50-item inventory based on the University of Michigan’s AL standards, specifically for Iranian EFL teachers. Similarly, Farhady & Tavassoli (2018) adapted Fulcher’s (2012) questionnaire to create a knowledge test, finding generally low levels of LAL among Iranian teachers. More recently, Kremmel & Harding (2020) introduced a survey for assessing LAL among multiple stakeholders, with high reliability (Cronbach’s alpha = 0.85 - 0.96). Tajeddin et al. (2022) expanded this work with the Critical Language Assessment Literacy (CLAL) scale, designed to capture ethical and ideological dimensions of LAL, also specifically for Iranian EFL teachers. Collectively, these studies reflect an increasing recognition of the need for instruments that address both the technical skills and contextual understanding crucial to LAL.
In summary, international studies on LAL highlight a variety of approaches to assessment, including scenario-based tools that allow for practical application, skill-specific measures for language-specific competencies, and researcher-developed instruments designed to capture broader aspects of LAL. Despite these advances, the limited validation of these instruments across varied contexts underscores a continued need for adaptable, reliable tools that account for the complexity and diversity of LAL in global educational settings.
2.4.2. Studies on LAL development in Vietnam
Research on LAL in Vietnam remains limited, yet existing studies highlight systemic challenges in LAL implementation at the tertiary level. While international models conceptualize LAL as a dynamic and evolving competence, they often fail to account for the realities of Vietnam’s summative-dominated assessment culture and the limited emphasis on formative assessment training in teacher education programs. The lack of alignment between global LAL frameworks and Vietnam’s institutional constraints underscores the need for a locally adapted model that reflects the assessment responsibilities and challenges of Vietnamese EFL lecturers.

One of the most influential policy efforts in Vietnam’s language education reform is Project 2020, which aimed to enhance English proficiency among students and improve language teaching quality. While the project emphasized assessment standardization, it largely reinforced high-stakes testing rather than promoting comprehensive assessment literacy among lecturers (Nguyen, 2017; Pham, 2017). The continued reliance on large-scale standardized tests has shaped a system where lecturers have little autonomy over assessment design, with assessment literacy often limited to test administration rather than formative assessment strategies. Despite calls for increased formative assessment practices, professional development initiatives remain largely content-focused, offering minimal training in alternative assessment approaches (Ngo, 2021).

These systemic factors contribute to a gap between theoretical LAL frameworks and actual assessment practices in Vietnamese universities. International LAL models assume a degree of teacher agency in assessment decisions, yet in Vietnam, institutional policies and exam-driven curricula constrain lecturers' ability to apply formative, process-based assessment approaches (Tran, 2019). Additionally, while studies such as Tu (2023) have adapted international LAL measurement tools to the Vietnamese context, current instruments do not sufficiently address lecturers’ restricted role in assessment innovation, nor do they reflect the hierarchical, policy-driven nature of assessment in Vietnamese HE.

Given these limitations, this study proposes a modified LAL framework that integrates key aspects from existing models while tailoring them to Vietnamese tertiary education realities. While competence-listed and three-component models provide a foundation for understanding LAL components, they lack practical adaptability to Vietnam’s institutionally constrained assessment environment. Scaled models offer structured progression but require greater flexibility to accommodate Vietnamese lecturers’ limited access to professional training. The negotiation approach, which emphasizes LAL as a socially constructed and evolving competence, is particularly relevant but must be modified to account for restricted teacher agency in assessment decision-making.

A Vietnam-specific LAL model must balance technical knowledge, practical application, and policy awareness. It should emphasize contextualized professional development that equips lecturers with both formal assessment expertise and strategies for navigating institutional constraints. Additionally, it should integrate formative assessment training as a core component, preparing lecturers to incorporate alternative assessment methods despite the predominance of summative evaluations. By adapting existing LAL frameworks to reflect Vietnamese tertiary education’s policy landscape, assessment culture, and institutional constraints, this study aims to develop a locally valid and empirically grounded LAL scale. The next chapter outlines the methodological approach for constructing and validating this framework, ensuring its relevance to Vietnamese EFL lecturers while maintaining alignment with international assessment literacy standards.
2.5. Chapter summary
This chapter examines various approaches to defining LAL, highlighting their strengths and limitations. While competence-listed and three-component models provide foundational skills and ethical considerations, they lack contextual adaptability. Scaled models offer structured progression but struggle with applicability in non-Western contexts, while the negotiation approach emphasizes teacher agency but lacks clear assessment criteria.

These limitations justify the need for a Vietnam-specific LAL scale that reflects the realities of policy-driven assessment, institutional constraints, and limited professional development in Vietnamese HE. Existing models do not fully address the technical, social, and political factors shaping lecturers’ AL. Guided by sociocultural, constructivist, and psychometric theories, this study frames LAL as an evolving competence shaped by social interactions, experiential learning, and empirical validation. The sociocultural lens accounts for institutional and policy influences, the constructivist perspective highlights adaptive learning through practice, and the psychometric approach ensures measurement validity and reliability. By integrating these perspectives, this study develops a context-sensitive, empirically grounded LAL scale tailored to Vietnamese EFL lecturers. The next chapter details the methodological approach for designing and validating this scale, ensuring both theoretical alignment and practical relevance.

CHAPTER 3: THE DEVELOPMENT OF A SCALE FOR MEASURING EFL LECTURERS’ LANGUAGE ASSESSMENT LITERACY

This chapter presents the development process of the Language Assessment Literacy Scale (LALS), specifically tailored to measure the LAL of V-EFLLs. This chapter aims to detail the systematic approach used to construct and validate the LALS. First, methodological approaches for validating LAL frameworks were discussed, underscoring the importance of context-specific tools. Then the chapter provides a comprehensive view of the theoretical foundations, practical steps, and psychometric procedures that underpin the scale’s development, ensuring it accurately reflects the LAL competencies required in the Vietnamese EFL context.

3.1. Theoretical approaches to LAL scale development 
Developing LAL requires a comprehensive understanding of the competencies educators need to perform effectively across diverse educational contexts. Several theoretical approaches, such as the capabilities approach, functional analysis, consensus approach, and the developmental multiple-methods approach, offer distinct yet complementary strategies for defining and developing LAL frameworks (Gonczi, 2013; Eraut, 2004; Gupta & Clarke, 1996; Hager, 2004). Each approach provides valuable insights into identifying, enhancing, and validating the skills, and knowledge essential to LAL, equipping educators to adapt their assessment practices to align with evolving educational standards and student needs.

3.1.1. Capabilities approach
The capabilities approach emphasizes the personal attributes, skills, and dispositions required for educators to competently perform a range of assessment-related tasks. Unlike task-based models, the capabilities approach delves into qualities beyond technical ability, such as an educator’s adaptability, critical thinking, and intrinsic motivation, factors that significantly impact their capacity to navigate complex and context-dependent assessment challenges (Gonczi et al., 1990; Griffin et al., 2004).

In the context of LAL, this approach underscores the importance of empowering educators with broad, transferable skills to manage various assessment situations, from formative classroom assessments to high-stakes standardized testing. By fostering qualities like adaptability and reflective practice, the capabilities approach equips educators to make informed, ethical decisions that align with both educational standards and the specific needs of their students (Hyland, 1994; Eraut, 1994). For example, V-EFLLs often face challenges in adapting assessments to students’ varying proficiency levels due to large class sizes and limited institutional resources. However, while the capabilities approach offers valuable insights into LAL as a flexible and adaptive skill set, it may fall short in providing concrete steps for skill acquisition or specific performance benchmarks. This focus on individual attributes rather than task-specific competencies highlights the need for integration with methods offering structured, measurable outcomes (Gonczi, 2013). 
3.1.2. Functional analysis approach
Grounded in behaviorist principles, the functional analysis approach breaks down professional roles into distinct tasks and outcomes, identifying the specific skills required for competency in language assessment. This approach is particularly effective for defining concrete, observable competencies, as it provides a task-based framework outlining essential skills educators need to fulfill their roles effectively (Rothwell & Lindholm, 1999; Hyland, 1994).

For LAL development, functional analysis pinpoints explicit tasks that educators must perform, such as designing test items, interpreting assessment data, and providing actionable feedback. By decomposing these tasks into constituent skills, this approach enables the creation of competency statements that align with educational standards and job roles, ensuring that LAL constructs are directly applicable to educators’ responsibilities. The American Federation of Teachers and the National Council on Measurement in Education (1990) used functional analysis to identify core competencies for teacher AL, emphasizing tasks like selecting appropriate assessment methods and understanding ethical implications (Lester, 2014). Although functional analysis may result in a static list of competencies, potentially overlooking higher-order skills, it provides a foundation for establishing measurable competencies within LAL (Eraut, 2004).

3.1.3. Consensus approach
The consensus approach uses structured methods, such as the Delphi Technique or Nominal Group Technique, to gather expert opinions and achieve agreement on essential competencies. This approach is particularly useful in fields where diverse perspectives are needed to define competencies reflecting a broad consensus across professional stakeholders (Lloyd-Jones et al., 1999; Gupta & Clarke, 1996).

In developing LAL frameworks, the consensus approach facilitates a collaborative process that synthesizes expertise from educators, researchers, and policymakers. By gathering input through multiple rounds of feedback, this approach creates frameworks that are relevant and responsive to the practical realities of language assessment. For instance, studies in health education have used the Delphi Technique to construct competency frameworks, demonstrating its capacity to build shared standards in complex fields (Kiessling et al., 2010). A consensus approach in LAL emphasizes interdisciplinary alignment, integrating language, ethics, and sociocultural considerations. However, while it provides expert validation, it can be logistically demanding due to the extensive input required, making it both time- and resource-intensive.
3.1.4. Developmental multiple-methods approach

The developmental multiple-methods approach integrates elements from the capabilities approach, functional analysis, and consensus methods, offering a comprehensive perspective on LAL that supports both specific competencies and adaptable, growth-oriented skills. Recognizing that traditional approaches may not fully capture the contextual and developmental nature of competence, this approach facilitates the creation of responsive, evolving LAL frameworks (Gonczi, 2013; Hager, 2004).

In the context of LAL, the developmental multiple-methods approach emphasizes designing frameworks that incorporate specific task-based competencies alongside broader qualities such as ethical awareness, adaptability, and reflective capacity. This combination has been successfully applied across fields like healthcare and psychology, where competencies must align with changing standards (Nash & Larkin, 2012; Suhairom et al., 2014). For example, in teacher education, this approach might integrate functional analysis to define baseline skills with the capabilities approach to cultivate adaptability and critical reflection. The result is a competency framework that supports both immediate teaching needs and long-term professional growth.

The developmental approach to competence growth has been applied in various fields, such as in the development of national professional standards for highly accomplished teachers of science (Ingvarson, 2002), primary school teacher standards in Vietnam (Griffin et al., 2004), and instruments measuring nursing competencies in the operating theatre (Nicholson et al., 2013). Similar instruments have also been developed to measure the process-oriented writing competence of Vietnamese EFL students (Duong, 2015) and the communication and literacy competence of students with learning disabilities (Woods, 2010). This wide application underscores the approach’s adaptability across diverse professional fields, each requiring a dynamic set of competencies that evolve with the profession’s standards and needs.

This approach is particularly suitable for the dynamic requirements of LAL frameworks, enabling the development of competencies that address current demands and prepare educators for future challenges. By combining specificity with flexibility, the developmental multiple-methods approach is ideal for fostering a progression of skills that meets the complex needs of language educators.

In conclusion, the developmental multiple-methods approach synthesizes key strengths from each theoretical perspective: it uses functional analysis to define essential competencies, the capabilities approach to promote continuous development, and consensus methods to ensure frameworks are informed by expert insights and widely accepted. This comprehensive approach reflects the evolving nature of LAL, supporting language educators’ professional growth in adapting to diverse educational contexts and advancing assessment practices.

3.2. LAL scale development process
In the process of designing the assessment instrument, we followed a series of steps, as suggested by various researchers. Initially, we created a construct definition and construct map, as recommended by Wilson (2011) and Wolfe and Smith (2007a). This construct map portrayed LAL as a continuous progression of skills and knowledge, reflecting increasing proficiency levels and the characteristics of the individuals being assessed. To evaluate the validity of this assessment, Rasch analysis (1980) was used to compare the hypothesized LAL progression to the actual continuum, as suggested by Woods and Griffin (2013). Furthermore, to ensure the construct map was comprehensive, we drew on academic content and sought input from subject matter experts and relevant stakeholders in the field of LAL research. 
The next step involved selecting a construct model to illustrate how LAL competence evolves over time. In our study, we used a developmental model, aligning with the purpose of understanding EFL teachers’ LAL. This model started with the earliest observable LAL skills to support instruction in the educational context. We also arranged items in order to increase performance sophistication, aligning with the partial credit model proposed by Masters (1982) for item response modeling. This approach allowed us to compare the theory-based prediction of competence with observed competences, demonstrating substantive validity.
We selected the partial credit model for scoring to measure a broad range of content with fewer items, providing a detailed picture of each skill’s proficiency levels. This approach also incorporated expert advice and subject matter expertise to ensure consistent interpretation of complex behaviors and discrimination between teachers’ language assessment abilities.
To develop behavioral indicators for the assessment, we provided guidelines to relevant stakeholders Griffin, Gillis, and Calvitto (2004), which emphasized observable behaviors and alignment with the construct.  The final step in the draft phase was the selection of a scaling model, where the use of partial credit model enabled Rasch analysis to describe EFL teachers’ ability and item difficulty on a single continuum, supporting the instrument’s structural validity.
In summary, our instrument design process followed a systematic approach, breaking down the LAL domain into broad capabilities, observable behaviors, and criteria for demonstrating proficiency. This framework was developed to create a criterion-referenced assessment, following the guidelines of Glaser (1981), Griffin et al (2007), and the suggestions of various researchers.
The basic approach to the development of the LAL scale and subsequent calibration of this scale was based on both theoretical and psychometric approaches to scale development (Gillis, 2003). The development of the LALS underwent four main stages: drafting, focus groups, and two rounds of expert review. Figure 3.1 outlines the components of the scale for V-EFLLs’ LAL. Table 3.1 summarizes the methods employed in the development of the competency framework from which the items for the LALS were generated. The informants and the activities involved in each stage of the development process of the LALS are described in the next subsections. Further elaboration and illustrative examples will be presented in subsequent parts.
Figure 3.1
Hierarchical organization of the components of the scale for Vietnamese EFL lecturers’ LAL 
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Table 3.1

Methods employed in the development of the draft framework for Vietnamese EFL lecturers’ LALS
	Methods
	Purposes

	Literature review
	· To generate a draft framework for Vietnamese EFL lecturers’ LAL

	Focus group
	· To examine the appropriateness and relevance of the draft
competency framework in Vietnamese higher education settings.

	Expert paneling Round 1
	· To review and agree upon the dimensions, competencies and   performance with SMEs indicators identified from the literature, examined at and amended following the focus group.   
(A panel of professional experts first reviewed and rated these items for relevance to LAL, providing feedback on clarity and coverage. Based on their feedback, the items were revised.)

	   Expert paneling  Round 2
	· To improve the conciseness of and review the wording and ordering of the quality criteria for each performance indicator.
(A second panel of professional experts then reviewed the revised items, providing suggestions for the conciseness of the items, leading to further refinement.)


3.3. Construct mapping of language assessment literacy from literature review

3.3.1. Drafting LAL framework for EFL lecturers
Based on the literature review in sections 2.1, 2.2 and 2.3, it is clear that LAL for language teachers is a complex and evolving construct, intrinsically tied to teachers’ beliefs and teaching contexts (Scarino, 2013; Taylor, 2013; Xu & Brown, 2016). LAL emphasizes the impact of cultural, social, political, and material factors in shaping teachers’ identities as assessors, echoing a view that moves beyond isolated competencies toward a holistic, practice-oriented model (Fulcher, 2012; Shohamy, 2001). This perspective underscores the need for teachers to possess a formal understanding of systematic, codified assessment knowledge, which provides a foundation upon which they can evaluate, develop, and refine their assessment practices (Harding & Kremmel, 2016). However, reliance on assessment knowledge alone fails to encompass the complex, context-specific realities that teachers navigate, a limitation recognized by Inbar-Lourie (2008) and Xu and Brown (2016), who argue that LAL requires adaptability to diverse classroom scenarios.

LAL must be situated within specific assessment cultures and policies, as noted by Brindley (2001) and Willis et al. (2013), who highlight the need for alignment with local expectations and contextual factors. Involving teachers in research or professional development initiatives within their specific contexts provides them with valuable insights into how their practices can be refined to improve effectiveness and foster adaptability (Cowie et al., 2014). This framework, therefore, supports teachers’ active participation in assessment practices within their communities, emphasizing practical experience as essential to developing professional identity as assessors (Lukin et al., 2004). Furthermore, LAL can be characterized as an integrated set of knowledge, abilities, and attitudes that enables teachers to design, implement, and evaluate context-sensitive assessments (Davies, 2008; Giraldo, 2018). This definition serves as the basis for developing the LAL scale used in this study, specifically tailored to the Vietnamese EFL context.

The study proposes a process-based approach to LAL, which positions LAL within ongoing practice, moving away from static, competency-based models. This approach aligns with the socio-cultural and developmental frameworks proposed by Fulcher (2012) and Shohamy (2001), which emphasize the need to consider social and contextual factors in LAL. Such an approach contrasts with models that view LAL as a fixed set of competencies and instead recognizes assessment as an evolving practice shaped by teachers’ reflective engagement with their contexts (Willis et al., 2013).

Compared to competence-based models, which often isolate specific skills or knowledge areas, the process-based approach integrates socio-cultural and political considerations into LAL. This integration enables teachers to engage dynamically with assessment practices, allowing flexibility to adapt to the unique Vietnamese EFL environment, which is continually influenced by national education policies and localized needs (Inbar-Lourie, 2008; Fulcher, 2012). The process-based model reflects the developmental trajectory outlined in LAL research by scholars such as Pill and Harding (2013) and Taylor (2013), which advocate progression from basic to expert competencies.

The process-based approach also aligns with negotiation models, which recognize that assessment practices evolve through active engagement and reflection within professional contexts (Xu & Brown, 2016). It therefore incorporates a reflective cycle that encourages teachers to critically evaluate and adapt their assessment practices over time. This adaptability is crucial, given the diverse socio-political landscapes in which V-EFLLs operate (Kremmel & Harding, 2020).

The proposed process-based framework offers an innovative and dynamic approach to LAL by shifting from static, isolated competencies to an integrated and developmental structure. First, unlike traditional models that present discrete skills, the framework emphasizes a continuum of assessment practice that progresses through Preparing for Assessment (WHAT), Conducting Assessment (HOW), and Revising Assessment (WHY). This progression reflects a cycle of ongoing learning and refinement rather than a fixed checklist of abilities. Moreover, the framework incorporates reflective cycles, enabling lecturers to evaluate and adapt their practices continuously. For example, the Revising Assessment stage encourages critical reflection on task reliability, validity, and authenticity, fostering a mindset of improvement. The framework draws on Inbar-Lourie (2008) and Fulcher (2012) to situate LAL within teachers’ social and cultural contexts, emphasizing adaptability to diverse educational scenarios rather than rigidly applying predefined competencies.

Thus, the LAL framework developed for this study is structured around three interconnected stages: Preparing for assessment (WHAT); Conducting assessment (HOW), and Revising assessment (WHY), which are purposefully aligned with the domains of WHAT, HOW, and WHY to provide a coherent developmental structure. These stages are outlined below and illustrated in Figure 3.2: 
- Preparing (WHAT): This stage addresses foundational knowledge and skills, such as defining assessment purposes, setting targets, and designing tasks. It answers WHAT lecturers need to know to begin the assessment process.

- Conducting (HOW): This stage focuses on implementing assessments, scoring, and providing feedback. It addresses HOW lecturers practically administer and interpret assessments to ensure validity, reliability, and fairness.

- Revising (WHY): This final stage emphasizes evaluation and improvement, answering WHY adjustments are necessary to align assessments with evolving educational goals and student needs.

This division mirrors the developmental trajectory of assessment practices and aligns with established theoretical models, such as the frameworks proposed by Dreyfus and Dreyfus (1986) and Taylor (2013). By providing a structured yet flexible approach, the framework facilitates the progressive development of deeper competencies, preparing lecturers to navigate the complexities of language assessment in diverse and dynamic educational contexts.

The conceptual framework of LAL for EFL lecturers in the following Figure 3.2 demonstrates the integration of the three stages (Preparing, Conducting, and Revising) into a unified process, emphasizing the interconnected nature of assessment practices and their alignment with contextual factors.

Figure 3.2

Conceptual framework of LAL for EFL lecturers
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3.3.1.1. Preparing for assessment (WHAT)

In the “Preparing for Assessment” stage, the focus is on understanding the foundational principles and theoretical underpinnings that guide effective language assessment. Frameworks like AFT et al. (1990), Davies (2008), and Fulcher (2012) emphasize the importance of understanding key concepts such as the differences among assessment, tests, measurements, and evaluations. This stage involves defining clear and measurable assessment targets that align with educational objectives and standards. For example, Davies (2008) and Fulcher (2012) stress the need to recall fundamental ideas and theories related to reliability, validity, and practicality in assessment design. Additionally, this stage includes identifying components of widely used language proficiency frameworks like the CEFR and KNLNNVN, as noted by Inbar-Lourie (2008) and Taylor (2013). The process of preparing for assessment also involves devising assessment tasks that are contextually appropriate, considering factors such as the proficiency level of the target population and the available resources. This stage sets the foundation by answering the “WHAT” of assessment, what lecturers need to know and understand before they begin the assessment process.

3.3.1.2. Conducting assessment (HOW)
The “Conducting Assessment” stage is primarily concerned with the practical implementation of the assessment process—how the assessment is carried out. This aligns with the work of Inbar-Lourie (2008) and Giraldo (2018), who emphasize the importance of administering tasks effectively, ensuring that instructions are clear and that the assessment environment is secure. During this stage, lecturers must develop and apply scoring guidelines that are consistent and fair, as highlighted by McNamara (2000) and further supported by Fulcher (2012). The scoring process must be aligned with the defined objectives in the syllabus, and lecturers must adhere strictly to established rubrics to avoid bias. This stage reflects the “HOW” of the assessment process, how assessments are administered, scored, and interpreted in a way that ensures reliability, validity, and fairness.

3.3.1.3. Revising assessment (WHY)
The final stage, “Revising Assessment,” addresses the ongoing evaluation and refinement of the assessment process, why certain changes and improvements are necessary. This stage is crucial for maintaining the relevance and effectiveness of the assessment tasks over time. The models developed by Kremmel and Harding (2020) emphasize the importance of evaluating the quality of assessment tasks by reflecting on their reliability, validity, and authenticity. Revising assessment involves not only improving the technical aspects of the tasks but also incorporating feedback from students and colleagues to enhance the overall assessment process. This phase underscores the importance of continuous improvement in assessment practices, ensuring that they remain aligned with educational goals and respond to the evolving needs of learners. This stage, therefore, answers the “WHY” of assessment, why ongoing reflection and revision are integral to effective LAL.

The cyclical integration of these stages encourages continuous development and supports a reflective practice model, wherein lecturers actively engage in the assessment process from preparation through evaluation and improvement. The process-based framework allows lecturers to internalize assessment practices as an ongoing professional endeavor, supported by reflective cycles that reinforce their roles as lifelong learners (Shohamy, 2001; Harding & Kremmel, 2016). Unlike static competence-based models, which often isolate specific skills, the process-based framework emphasizes the interconnectedness of knowledge, skills, and attitudes, fostering holistic growth that encompasses cultural, political, and educational nuances in the Vietnamese EFL context (Brindley, 2001; Taylor, 2013). The competencies in each stage were collected from the previous LAL models by prominent scholars and frameworks as outlined in Table 3.2.

Table 3.2
Draft competencies for EFL Vietnamese lecturers’ LAL
	Stages
	Competencies
	Standards for Teacher Competence in the Educational Assessment of Students (AFT et al. 1990)
	Davies (2008)
	Inbar-Lourie (2008)
	Fulcher (2012)
	Taylor (2013)
	Giraldo (2018)
	Kremmel and Harding (2020)

	1. Preparing for assessment
(WHAT)
	1.1. Understanding fundamental concepts in the field of competence-based language assessment and language assessment frameworks in Vietnam
	×
	×
	
	×
	
	
	×

	
	1.2. Defining competence-based language assessment targets 
	
	×
	×
	×
	
	×
	

	
	1.3. Planning appropriate language assessment methods for a specific purpose to a specific target population in a specific context 
	×
	
	
	×
	
	×
	×

	
	1.4. Constructing competence-based language assessment tasks
	
	×
	
	×
	
	
	×

	
	1.5. Devising competence-based language assessment tasks
	×
	
	
	×
	×
	
	

	
	1.6. Planning the logistics for language assessment tasks
	×
	
	
	×
	
	
	×

	2. Conducting assessment
(HOW)
	2.1. Administering competence-based language assessment tasks
	×
	
	×
	
	
	×
	

	
	2.2. Developing relevant scoring guidelines for the language assessment tasks
	
	×
	
	×
	
	
	×

	
	2.3. Conducting a reliable and valid grading process for language assessment tasks
	×
	
	
	×
	
	×
	

	
	2.4. Collecting students’ learning evidences from a variety of language assessment methods 
	×
	
	
	×
	
	
	×

	
	2.5. Giving feedback on competency-based language assessment tasks
	×
	×
	×
	
	
	
	

	
	2.6. Reporting language assessment results
	×
	
	
	×
	
	×
	

	3. Revising assessment
(WHY)
	3.1. Evaluating qualities of competence-based language assessment task to make improvements for future assessments
	×
	×
	
	
	
	
	×


In conclusion, this process-based LAL framework offers a responsive and reflective approach, supporting V-EFLLs in developing their AL across varied and evolving contexts. By emphasizing the socio-cultural and contextual influences within which lecturers operate, this framework integrates theoretical knowledge with practical application and continuous reflection, enabling a dynamic approach to AL that supports lifelong professional growth. This model aligns closely with negotiation and developmental frameworks, making it particularly suitable for fostering adaptable, reflective, and context-sensitive AL in Vietnamese EFL settings (Inbar-Lourie, 2008; Xu & Brown, 2016; Fulcher, 2012).

3.3.2. Drafting a pool of performance indicators 
The process of drafting performance indicators for the LALS involved an iterative, evidence-based approach grounded in theoretical models and practical considerations. This section analyzes the development process, linking it to the content presented in existed literature and exploring the rationale behind the inclusion of specific competencies and indicators. The drafting process began with a clear definition of the construct, informed by a developmental model. The construct definition specified the domain content, while the developmental model illustrated the progression of competence in language assessment. Both elements were essential in conceptualizing performance indicators that reflect increasing proficiency levels.

This process relied on a comprehensive review of literature on LAL. Models and frameworks proposed by scholars such as Brindley (2001), Davies (2008), Inbar-Lourie (2008), Fulcher (2012), and Kremmel and Harding (2020) informed the theoretical underpinnings of the framework. These sources offered insights into the knowledge, skills, and processes required for effective language assessment, ensuring that the indicators captured both foundational and advanced aspects of LAL. Additionally, the framework was adapted to align with the Vietnamese educational context by integrating national directives, such as MOET’s Circular 01/2014/TT-BGDĐT, and widely recognized frameworks like the CEFR.

The draft framework was structured around three dimensions: Preparing for Assessment, Conducting Assessment, and Revising Assessment. These dimensions represented key stages in the assessment process and reflected major job functions associated with language assessment practices. Table 3.4 outlines the competencies and performance indicators within each stage. For instance, Preparing for Assessment includes competencies such as understanding fundamental concepts in assessment, defining learning targets, and planning assessment methods. Conducting Assessment focuses on implementing tasks, developing scoring guidelines, and providing feedback, while Revising Assessment emphasizes evaluating the qualities of tasks, reflecting on their effectiveness, and making necessary adjustments.

The performance indicators were designed to align with theoretical constructs while addressing practical applications. For example, the competency of understanding fundamental concepts in language assessment includes indicators like describing the differences among terms such as assessment, tests, and evaluation. This indicator, grounded in works by Fulcher (2012) and Davies (2008), emphasizes conceptual clarity as a foundation for effective practice. Similarly, competencies related to developing relevant scoring guidelines and ensuring task reliability draw from research by Hughes (2003) and Bachman and Palmer (1996), reflecting the importance of technical quality in assessment. 

Each indicator was further refined by drafting quality criteria to represent varying levels of proficiency. For example, Table 3.3 illustrates the performance indicator “Describe the differences among the terms assessment, tests, measurements, and evaluations,” with criteria progressing from explaining distinctions to categorizing examples and evaluating term usage in educational contexts. These criteria, informed by the Dreyfus and Dreyfus model (1986), represent a continuum of skill development and support nuanced scoring through the Partial Credit Model (Masters, 1982).

Table 3.3

Example of a draft item
	Performance Indicators
	Quality Criteria

	
	

	1.1.1. Describe the differences among the terms, that is assessment, tests, measurements and evaluations
	1.1.1.1. Explain the distinctions between the terms, highlighting their unique characteristics.

	
	1.1.1.2. Apply knowledge of the differences to categorize examples accurately.

	
	1.1.1.3. Evaluate the effectiveness of using each term appropriately in educational contexts, considering their implications for student learning and instructional design.


After the developmental model and construct definitions were approved, experts were introduced to scale-writing guidelines adapted from Griffin, Gillis, and Calvitto (2004) by Woods (2010). These guidelines provided a robust foundation for refining the indicators and emphasized several key principles:

· Scales should reflect levels of competence demonstrated in performance, with clear definitions for each level.

· They should enable inferences about developmental learning rather than merely counting right or wrong responses.

· Performance quality should be differentiated meaningfully, and scales should be written in clear, unambiguous language.

· The indicators should support self-assessment where applicable and demonstrate a developmental progression with each successive level implying improved performance quality.

· Internal coherence within the domain should be maintained, ensuring consistency across the framework.

· Judgments based on the scale should be reliable and consistent among different users.

· Experts recommended limiting the number of quality criteria to no more than four, based on research by Griffin and Gillis (2001), which suggested that fewer criteria help users discern qualitative differences more effectively.

Contextual relevance was a key consideration throughout this process. The inclusion of indicators addressing Vietnamese educational directives ensured the framework’s applicability to local teaching environments. For instance, indicators related to identifying and integrating national guidelines for tertiary-level assessment emphasize compliance with MOET policies while addressing practical challenges faced by V-EFLLs. Expert feedback further refined these indicators, focusing on clarity, accessibility, and alignment with the realities of diverse educational settings.

The starting point for this process was an extensive review of global literature on LAL, identifying key competencies widely recognized in the field, such as understanding reliability, validity, and fairness in assessments. Foundational works from scholars such as Bachman and Palmer, Fulcher, and Taylor provided the theoretical underpinnings. At the same time, the need to ensure local relevance prompted an analysis of Vietnamese MOET policy documents, including Circular 1/2014, Circular 17/2021, and Dispatch 2069/2020, which outline specific directives for language education and assessment in Vietnam. These policies were selected as points of reference because they represent the national standards that guide teaching and assessment practices in the Vietnamese educational context.

In summary, the drafting of performance indicators involved integrating theoretical insights, practical considerations, and contextual adaptations. The framework’s structure, outlined in Table 3.4, captures the depth and breadth of LAL competencies, addressing both the foundational knowledge and the reflective practices necessary for effective language assessment. By grounding the indicators in established models and tailoring them to the Vietnamese context, the LALS provides a robust tool for assessing and enhancing LAL among V-EFLLs. This comprehensive approach ensures the framework’s relevance and utility across diverse educational scenarios. The next section presents the focus group and expert review rounds to result in a comprehensive, self-assessment tool for evaluating Vietnamese lecturers’ LAL.
Table 3.4
Draft competencies and performance indicators for EFL Vietnamese lecturers’ LAL
	Stages
	Competencies
	Performance indicators
	Reasons for proposal

	1. Preparing for Assessment
	1.1. Understanding fundamental concepts in the field of competence-based language assessment and language assessment frameworks in Vietnam


	1.1.1. Describe the differences among the terms, that is assessment, tests, measurements and evaluations 
	Brown and Abeywickrama (2010); Fulcher & Davidson (2007) provide clear distinctions among these terms, emphasizing their unique roles in the assessment process.

	
	
	1.1.2. Recall fundamental ideas and theories related to language assessment, such as reliability, validity, practicality, and authenticity
	Davies (2008); Taylor (2013); Giraldo (2018); Kremmel and Harding (2020); Fulcher (2012); Bachman & Palmer (1996) discuss these core concepts, highlighting their importance in developing effective language assessments.

	
	
	1.1.3. Identify components (i.e. proficiency levels, descriptors, and assessment domains) of widely used language proficiency frameworks (e.g., CEFR, KNLNNVN) 
	Giraldo (2018), Kremmel and Harding (2020), and Bachman & Palmer (1996) examine proficiency frameworks, detailing elements like proficiency levels and descriptors. Vietnamese directives such as MOET’s Circular 01/2014/TT-BGDĐT and the NFLP 2020 provide specific guidelines relevant to the local context.

	
	
	1.1.4. Differentiate language assessment purposes, such as diagnostic, formative, summative, and evaluative.
	Inbar-Lourie (2008), Fulcher (2012), Taylor (2013), and Scarino (2013) categorize assessment purposes, explaining their distinct objectives and applications.

	
	
	1.1.5. Describe key stages in the language assessment process
	Bachman (1990), Inbar-Lourie (2008), Fulcher (2012), and Bachman & Palmer (1996) highlight the systematic stages of assessment, such as defining constructs, designing tasks, administering assessments, and revising based on evaluation.

	
	
	1.1.6. Demonstrate knowledge of testing and assessment principles and ethics, including reliability, validity, fairness, and objectivity.
	Davies (2008), Inbar-Lourie (2008), Fulcher (2012), and Kremmel and Harding (2020) discuss ethical considerations and principles essential for fair and effective assessment practices.

	
	
	1.1.7. Identify Vietnamese directives and language assessment guidelines for tertiary level
	MOET’s Circular 01/2014/TT-BGDĐT and Dispatch No. 2069/BGDĐT-NGCBQLGD (2020) outline specific standards and procedures for language assessment in Vietnam, ensuring compliance with national policies.

	
	1.2. Defining competence-based language assessment targets 
	1.2.1. Justify the importance of learning targets in instruction practices and assessment.
	Inbar-Lourie (2008), Fulcher (2012), Taylor (2013), Scarino (2013), and Xu & Brown (2016) emphasize the role of clear learning targets in guiding both teaching and assessment practices.

	
	
	1.2.2. Include main components in a language assessment target, namely target knowledge/skill, performance level, and conditions in which this performance level is reached. 
	AFT et al. (1990), MOET’s Circular 01/2014/TT-BGDĐT, NFLP 2020, and Bachman & Palmer (1996) discuss the necessity of specifying these components to ensure assessments are aligned with learning objectives.

	
	
	1.2.3. Name the desirable qualities of learning targets, such as learner-centered, performance-centered, and content-centered
	Bachman & Palmer (1996) highlight these qualities as essential for creating effective and meaningful assessment targets.

	
	
	1.2.4. Set language learning targets according to the university’s English curriculum and syllabus requirements 
	MOET’s Circular 01/2014/TT-BGDĐT, NFLP 2020, Circular 17/2021/TT-BGDĐT, and Bachman & Palmer (1996) provide frameworks for aligning assessment targets with curricular goals.

	
	
	1.2.5. Integrate students’ prior knowledge and experiences in defining language assessment targets. 
	MOET’s Circular 01/2014/TT-BGDĐT, NFLP 2020, Circular 17/2021/TT-BGDĐT, and Brookhart (2018) stress the importance of accounting for learners’ backgrounds to create relevant assessments.

	
	
	1.2.6. Refer to relevant language proficiency frameworks in designing language assessment targets to identify skills and components that should be assessed (such as the CEFR, KNLNNVN, etc.)
	MOET’s Circular 01/2014/TT-BGDĐT, NFLP 2020, Document 14/2007/QĐ-BGDĐT, Dispatch No.2069/BGDĐT-NGCBQLGD (2020), Bachman & Palmer (1996), and the Council of Europe (2001) discuss the use of frameworks like CEFR and KNLNNVN in guiding assessment design.

	
	
	1.2.7. Refer to the guiding principles of the local school when writing language assessment targets
	MOET’s Circular 01/2014/TT-BGDĐT, NFLP 2020, and Circular 17/2021/TT-BGDĐT highlight the need to align assessment targets with the institution’s guiding principles.

	
	
	1.2.8. Develop language assessment targets according to accepted learning principles
	Bachman (1990), Bachman & Palmer (1996), and Brookhart (2018) discuss the application of learning theories in setting assessment objectives.

	
	
	1.2.9. Develop language assessment targets according to the practical constraints of the course, such as time limits and available teaching resources.
	Bachman (1990) and Bachman & Palmer (1996) emphasize considering logistical factors in assessment planning.

	
	
	1.2.10. Incorporate contemporary competencies for university students, like critical thinking, research skills and lifelong self-learning skills, into setting assessment targets
	Brookhart (2018) and Vietnamese directives (NFLP 2020) emphasize the need for integrating 21st-century skills, such as critical thinking and lifelong learning, into assessment goals.

	
	
	1.2.11. Communicate language assessment targets with students to reach their agreement
	Hattie & Timperley (2007) and Bachman & Palmer (1996) highlight the importance of ensuring that students understand and agree with assessment targets to foster engagement and clarity.

	
	1.3. Planning language assessment methods appropriate for a specific purpose to a specific target population in a specific context 
	1.3.1. Evaluate the benefits and drawbacks of different alternatives in language assessment, i.e selected-response, construct-response, and personal response methods and their accompanying instruments.
	Davies (2008), Taylor (2013), Giraldo (2018), and Kremmel & Harding (2020) evaluate the strengths and limitations of selected-response, constructed-response, and other methods.

	
	
	1.3.2. Evaluate the consistency with the school’s guiding documents when choosing an appropriate assessment method.
	Fulcher (2010) and Bachman & Palmer (1996) emphasize the importance of aligning assessment methods with institutional guidelines to ensure coherence.

	
	
	1.3.3. Examine the alignment with the defined purposes in the syllabus when choosing an appropriate assessment method.
	Brookhart (2018), Brown (2004), and Circular 17/2021/TT-BGDĐT stress that assessment methods should align with the syllabus to meet defined educational objectives. 

	
	
	1.3.4. Align the assessment instrument with the nature of the subject when choosing an appropriate option (e.g., quiz, assignments, portfolios, etc.).
	Weir (2005) and Bachman & Palmer (1996) stress the importance of aligning assessment methods with the unique characteristics of the language subject being taught.

	
	
	1.3.5. Tailor the assessment method to the language proficiency level of the target population when choosing an appropriate option. 
	Alderson et al. (1995) and Council of Europe (2001) emphasize tailoring assessment methods to students’ language proficiency for validity and fairness.

	
	
	1.3.6. Align the assessment method with the professional outcomes (e.g., oral examinations and presentations designed for students studying to become tourist guides or interpreters, etc.). 
	Douglas (2000) and Fulcher (2010) discuss selecting assessment methods that align with the professional skills and career outcomes of students.

	
	
	1.3.7. Leverage the school’s accessible facilities when choosing an appropriate assessment practice (e.g., cassette players, applications on computers to record voices, etc.). 
	Alderson et al. (1995) and McNamara (2000) stress the need to consider available resources and facilities to ensure feasible and effective assessment implementation.

	
	1.4. Constructing competence-based language assessment tasks
	1.4.1. Identify language assessment task specifications’ components, such as purpose, construct, description, scoring, and sample task 
	Fulcher (2010) and Bachman & Palmer (1996) emphasize the critical role of task components such as construct definition, purpose, scoring, and task description.

	
	
	1.4.2. Generate appropriate materials for designing language assessment tasks
	Alderson et al. (1995) and Weir (2005) stress the need for carefully developed materials to support the creation of valid and reliable assessment tasks.

	
	
	1.4.3. Develop relevant language assessment tasks 
	Hughes (2003) and Brown (2004) highlight the importance of creating tasks that are aligned with learning objectives and practical for classroom use.

	
	
	1.4.4. Write item distractors for a language assessment task
	Haladyna & Rodriguez (2013) and Alderson et al. (1995) discuss effective distractor writing for multiple-choice tasks to ensure task reliability.

	
	
	1.4.5. Provide answer keys for a language assessment task
	McNamara (2000) underscores the necessity of creating accurate answer keys to ensure consistent scoring.

	
	
	1.4.6. Decide item difficulty in a language assessment task
	Weir (2005) and Alderson et al. (1995) address item calibration to differentiate student performance effectively.

	
	
	1.4.7. Review the content fits of the language assessment task
	Haladyna & Rodriguez (2013) and Fulcher & Davidson (2007) emphasize reviewing content to ensure alignment with assessment objectives and validity.

	
	1.5. Devising competence-based language assessment tasks
	1.5.1. Conduct a pilot assessment task with a small group of students
	Alderson et al. (1995), Weir (2005), and Brown (2004) advocate piloting assessment tasks with a small group to identify potential issues and improve task design before broader implementation.

	
	
	1.5.2. Revise assessment task items based on feedback ensuring clarity, fairness, and validity
	Haladyna & Rodriguez (2013), Alderson et al. (1995), and Bachman & Palmer (1996) emphasize revising task items using feedback to enhance clarity, ensure fairness, and strengthen validity.

	
	
	1.5.3. Collaborate with other reviewers in refining assessment 
	Haladyna & Rodriguez (2013), Fulcher & Davidson (2007), and Hughes (2003) stress the importance of collaborative review processes to refine and improve assessment quality.

	
	1.6. Planning the logistics for language assessment
	1.6.1. Plan the assessment, making decisions about assessment methods, assessment instruments, activities, type and amount of evidence required, etc.
	Brindley (2001), Brookhart (2013), Fulcher (2010), and NFLP 2020 stress the importance of systematically planning assessments by selecting appropriate methods, instruments, and evidence to meet educational goals.

	
	
	1.6.2. Prepare assessment materials, including test booklets, answer sheets, audio recordings, or any other resources required for the assessment
	Davies et al. (1999), McNamara (2000), and Green (2013) highlight the need for thorough preparation of materials to ensure smooth assessment delivery and reliable results.

	
	
	1.6.3. Provide students appropriate pre-assessment information, such as conditions, materials they should bring, suggestions of strategies for optimal performance 
	Mertler (2003), Hughes (2003), and Alderson et al. (1995) emphasize informing students about assessment conditions and preparation strategies to enhance performance and reduce anxiety.

	2. Conducting Assessment
	2.1. Administering competence-based language assessment tasks
	2.1.1. Provide students with clear instructions, including details about each section of the assessment, time limits, and any specific guidelines they need to follow.
	Hughes (2003), Fulcher (2010), and Brown (2004) emphasize the importance of providing clear instructions, time limits, and guidelines to ensure students understand and complete assessment tasks effectively.

	
	
	2.1.2. Establish secure language assessment environment
	Alderson et al. (1995), Weir (2005), and Bachman & Palmer (1996) stress the need for a secure assessment environment to maintain test integrity, consistency, and fairness.

	
	
	2.1.3. Know how to use technical devices in delivering assessment, if available (e.g., radio, voice recorder, etc.)
	Green (2013), McNamara (2000), and Douglas (2000) highlight the necessity for assessors to proficiently use technical devices to ensure accurate and reliable assessment delivery.

	
	2.2. Developing relevant scoring guidelines for the language assessment tasks
 
	2.2.1. Master the principles of scoring a competence-based language assessment task.
	Weir (2005), Bachman & Palmer (1996), and Fulcher & Davidson (2007) emphasize the need for scoring systems grounded in clear principles to ensure consistent and valid measurement of competencies.

	
	
	2.2.2. Weigh up advantages and disadvantages of each score interpretation approach, such as criterion-referenced assessments or norm-referenced assessments 
	Hughes (2003) and Brown (2004) discuss the strengths and limitations of criterion-referenced and norm-referenced assessments, highlighting their distinct applications and implications for interpretation.

	
	
	2.2.3. Develop a specific marking rubric to assess students' language performance in the task
	Brookhart (2013), Fulcher (2010), and Bachman & Palmer (1996) advocate for detailed marking rubrics to provide clear criteria for evaluating language performance and ensuring fairness.

	
	
	2.2.4. Ensure scoring aligns with stated objectives in the syllabus
	Bachman & Palmer (1996), Weir (2005), and Hughes (2003) stress the importance of aligning scoring practices with syllabus objectives to maintain relevance and validity in assessments.

	
	
	2.2.5. Adhere to the established marking rubrics when providing feedback on speaking/writing tasks to avoid bias
	Hattie and Timperley (2007), Brookhart (2013), and Fulcher (2010) emphasize the role of consistent use of rubrics in providing unbiased, actionable feedback for student performance.

	
	2.3. Conducting a reliable and valid grading process for language assessment
	2.3.1. Provide interpretation of scores based on the marking rubrics 
	Brookhart (2013), Fulcher (2012), and Bachman & Palmer (1996) emphasize using marking rubrics to provide consistent and accurate interpretations of assessment scores.

	
	
	2.3.2. Plan defensible communication of grades to ensure the way grades will be communicated and explained clearly
	Hattie and Timperley (2007), Brookhart (2013), and Bachman & Palmer (1996) stress the importance of clear and transparent communication of grades to ensure students understand their performance and areas for improvement.

	
	
	2.3.3. Collaborate with colleagues to establish and maintain reliability of the assessment results
	Weir (2005) and Fulcher & Davidson (2007) advocate for collaborative practices among educators to ensure consistency and reliability in grading processes.

	
	2.4. Collecting students’ learning evidences from a variety of language assessment methods 
	2.4.1. Fulfill the necessary educational assessments mandated by the school to gather evidence of students' learning.
	Davies et al. (1999), Brookhart (2013), and Brown (2004) highlight the importance of adhering to institutional assessment requirements to ensure comprehensive evidence of student learning is collected.

	
	
	2.4.2. Include appropriate data sources, such as classroom discussions, weekly assignments, and other means, to comprehensively capture students’ learning
	Brookhart (2013) and Stiggins (2010) advocate for using diverse data sources to provide a holistic view of students' learning progress.

	
	
	2.4.3. Analyze student’s collected data to derive meaningful insights into students’ strengths, weaknesses, and overall learning patterns.
	Black and Wiliam (1998) emphasize the importance of analyzing assessment data to identify patterns in students' performance and inform targeted instructional strategies.

	
	2.5. Giving feedback on competence-based language assessment tasks

	2.5.1. Identify types of feedback and their strengths and weaknesses
	Hattie and Timperley (2007), Brookhart (2013), and Black & Wiliam (1998) discuss various feedback types, highlighting their strengths and weaknesses in improving learning outcomes.

	
	
	2.5.2. Apply pedagogical principles, i.e. be personal, age-appropriate, specific, and comprehensive in delivering feedback 
	Hattie and Timperley (2007), Brookhart (2013), and Brown (2004) emphasize tailoring feedback to be clear, relevant, and age-appropriate to enhance its impact.

	
	
	2.5.3. Apply characteristics of effective teacher feedback, such as being specific, constructive, actionable, and focused on student performance
	Hattie and Timperley (2007), Brookhart (2013), and Brown (2004) define effective feedback as actionable and constructive, focusing on specific performance improvements.

	
	
	2.5.4. Reflect on the effectiveness of given feedback
	Brookhart (2013), Hattie and Timperley (2007), and Black & Wiliam (1998) highlight the importance of reflecting on feedback's impact to adjust strategies for better learning outcomes.

	
	
	2.5.5. Encourage university students’ engagement in self-reflection 
	Brookhart (2013) and Brown (2004) stress fostering students' ability to self-reflect as a critical component of effective feedback practices.

	
	2.6. Reporting language assessment results
	2.6.1. Communicate assessment results to stakeholders, including students and head division. 
	Brookhart (2013), Bachman & Palmer (1996), Hattie and Timperley (2007), and Document 14/2007/QĐ-BGDĐT emphasize the importance of clear communication of assessment results to stakeholders to ensure understanding and inform decision-making.

	
	
	2.6.2. Utilize students’ results to make educational decisions such as pass/fail or selection decisions, curriculum development, or recruitments
	Brookhart (2013), Bachman & Palmer (1996), and Document 14/2007/QĐ-BGDĐT highlight the role of assessment results in guiding critical educational decisions, including student progression, curriculum adjustments, and recruitment processes.

	3. Revising Assessment
	3.1. Evaluating qualities of competence-based language assessment task to make improvements for future assessments
	3.1.1. Analyze the qualities of good language assessment, such as reliability, validity, authenticity, backwash, and practicality 
	Language assessments should balance reliability, validity, authenticity, practicality, and impact (Bachman & Palmer, 1996; Brown, 2004) while being grounded in coherent validity frameworks to ensure they measure intended constructs (Weir, 2005).

	
	
	3.1.2. Reflect on the effectiveness of the assessment process and adjust strategies accordingly
	Reflecting on and adjusting assessment strategies is essential for enhancing learning, ensuring valid measurement of constructs, and improving educational standards (Brookhart, 2017; Weir, 2005; Black & Wiliam, 1998).

	
	
	3.1.3. Utilize practical ways to improve the reliability of a language assessment task
	Test reliability can be improved through standardized procedures, clear scoring guidelines, consistent administration, rater training, and statistical analyses (Alderson et al., 1995; Weir, 2005; Fulcher & Davidson, 2007).

	
	
	3.1.4. Utilize practical ways to improve the validity of a language assessment task
	Validity is strengthened by aligning tasks with real-world language use, clearly defining constructs, interpreting scores based on evidence, and ensuring test content reflects relevant language skills and purposes (Bachman & Palmer, 1996; Weir, 2005; Hughes, 2003).

	
	
	3.1.5. Utilize practical ways to improve the authenticity of a language assessment task
	Authenticity is enhanced by incorporating real-life tasks that align with real-world language use and ensuring context validity to reflect actual language situations (Bachman & Palmer, 1996; Weir, 2005; Fulcher, 2010).

	
	
	3.1.6. Utilize practical ways to achieve beneficial backwash and avoid harmful backwash of a language assessment task
	Beneficial backwash is achieved by designing tests that encourage desirable learning activities, positively impact teaching and learning, and align with classroom practices to support educational objectives (Hughes, 2003; Weir, 2005; Alderson et al., 1995).


3.4. Paneling
The paneling phase involved a meticulous, structured process of expert reviews over two rounds, each making substantial contributions to refining the LALS. The panelists, selected for their expertise in English language assessment, educational measurement, and familiarity with Vietnamese higher education, included academics, experienced EFL educators, and assessment designers. Their insights were integral to ensuring the scale’s alignment with both practical needs and theoretical foundations relevant to LAL for V-EFLLs.

In the first round, experts assessed the initial draft of the LALS, which comprised 65 items divided across three core dimensions: preparing for assessment, conducting assessment, and revising assessment. This draft emerged from an extensive literature review and initial stakeholder discussions. Panelists were asked to evaluate the items for relevance, clarity, and completeness. The relevance criterion required panelists to assess whether each item accurately captured essential competencies of LAL that are important for V-EFLLs. The clarity criterion focused on whether the language and terminology of each item were straightforward and accessible, making sure that the scale could be consistently interpreted by educators with diverse backgrounds across Vietnam. Completeness aimed to ensure that all necessary aspects of LAL were represented, from traditional assessment practices to digital assessment literacy, reflective of the evolving educational landscape.

Feedback from the first round of expert review emphasized the increasing importance of digital assessment competencies in modern educational contexts. Experts highlighted the need to include items that reflected digital literacy and formative assessment practices, particularly given the growing reliance on online platforms and data analytics for feedback. This feedback prompted revisions that incorporated items focused on using digital tools for assessments, analyzing digital assessment data, and using this information to inform formative practices. Additionally, panelists provided specific feedback on wording adjustments, suggesting modifications to reduce ambiguity, particularly for lecturers from rural or resource-limited backgrounds, ensuring that items were understandable and relevant to all users.

The second round of expert review honed in on conciseness and the developmental progression within each item’s quality criteria. Experts reviewed the refined items, focusing on whether each criterion captured a clear progression of LAL competencies, suitable for application of the partial credit model, which requires each level to represent increasingly sophisticated knowledge and skills. They identified complex language that could obscure distinctions between levels of competence and suggested simplifying these terms to create clearer distinctions in performance levels. This round of feedback also led to reordering items to reflect a more logical, sequential development of LAL skills, providing a clearer path from foundational to advanced competencies. By the end of the second review, the scale’s items were refined to a succinct, developmentally appropriate set that represented unique skills and knowledge areas essential for effective language assessment practices in the Vietnamese EFL context.

3.5. Trialing
The trialing phase was conducted to empirically test the scale’s psychometric properties, including its reliability, validity, and generalizability across a diverse sample of V-EFLLs. This trial was critical to establishing whether the scale functioned as intended in real-world applications. The sample included 177 lecturers from universities across northern, central, and southern regions of Vietnam, capturing a wide range of teaching contexts. This sample was diverse, covering institutions with robust technological resources as well as those in more rural areas where access to digital tools might be limited.

The sampling strategy followed a structured, multi-stage process. Stratified sampling ensured that institutions from each region of Vietnam were represented. Within these institutions, cluster sampling targeted lecturers affiliated with English Language Teaching (ELT) programs, providing a concentration of participants knowledgeable in language assessment practices. Finally, convenience sampling helped reach individual lecturers within each institution. This approach ensured that the data captured reflected the diverse educational contexts across Vietnam.

Data collection spanned approximately two weeks per institution, facilitated by department heads who helped distribute the scale. Participants completed the LALS as a self-assessment, with items designed to reflect a developmental continuum of LAL proficiency. Each item presented a range of quality criteria, representing different levels of proficiency within specific competencies.

Data analysis combined Classical Test Theory (CTT) and Rasch modeling to thoroughly assess the scale’s psychometric properties. CTT analyses indicated high internal consistency, with Cronbach’s alpha values above .80, indicating that items within each LAL dimension measured related constructs effectively and consistently. Rasch modeling applied the Partial Credit Model (PCM) to account for the scale’s ordinal nature and the incremental quality criteria within each competency. This model provided valuable insights into the scale’s unidimensionality and item performance.

The Rasch PCM model confirmed that the scale was unidimensional, with items aligning well with the theoretical progression of LAL competencies. Item fit statistics revealed that most items performed as expected within their respective dimensions, reflecting a coherent construct. Rasch item-person maps showed that item difficulties spanned a sufficient range to capture the variability in lecturer abilities. This range allowed the scale to differentiate effectively between lecturers with varying levels of LAL, thus capturing the developmental continuum intended by the construct map.

The generalizability of the LALS was assessed by examining item responses across different demographic variables, including region, gender, and institution type. The analysis revealed high consistency in responses across these variables, underscoring the scale’s adaptability to diverse educational settings within Vietnam. Responses from lecturers in urban areas with ready access to digital assessment tools closely followed the expected progression, while responses from lecturers in rural areas, although consistent, indicated areas where additional professional development in digital assessment might be beneficial. Based on this feedback, minor adjustments were made to items related to digital competencies to ensure they were accessible for lecturers regardless of their technological access.

The findings from the trialing phase validated the LALS as a reliable, contextually relevant measure of LAL for V-EFLLs. The data demonstrated that the items adequately represented the developmental stages of LAL as hypothesized. Both reliability and construct validity were strong, confirming the scale’s ability to measure the broad spectrum of LAL competencies necessary for effective language assessment. Additionally, lecturers reported that the structure and progression of items and quality criteria facilitated a reflective self-assessment process, enabling them to better understand their strengths and areas for growth in LAL.

In summary, the findings from the focus groups, expert panel reviews, and the trialing phase established the LALS as a robust, empirically validated instrument. The comprehensive structure of the scale provides a reliable framework for measuring LAL competencies in Vietnamese higher education, serving as a valuable tool for self-assessment, professional development, and institutional evaluation. Future studies could expand on this work by exploring the LALS’s use in various instructional contexts and as part of targeted professional development programs to enhance language assessment literacy among EFL educators across Vietnam.

3.6. Chapter summary
In summary, Chapter 3 details the development of the LALS, emphasizing a theory-backed and empirically validated approach. The LALS framework, supported by Rasch analysis and expert-reviewed quality criteria, was designed to reflect the dynamic progression of LAL among V-EFLLs. Through iterative validation, this scale provides a reliable tool for assessing and enhancing lecturers' competencies in diverse educational contexts.
CHAPTER 4: APPROACHES FOR VALIDATING LANGUAGE ASSESSMENT LITERACY SCALE
This chapter establishes the foundation for validating the LALS using an argument-based framework (Kane, 1992, 2013; Chapelle et al., 2008) and Rasch modeling. This approach prioritizes the validation of score interpretations and uses rather than the test itself, emphasizing evidence-based justification. The validation is structured in two stages: first, by developing the Interpretive and Use Argument (IUA) to specify intended score interpretations and applications, and second, by constructing the validity argument to evaluate empirical support for these interpretations. Core inferences, domain description, evaluation, generalization, and explanation, are central to establishing LALS validity. Rasch modeling, specifically the partial credit model, further supports this approach by assessing the scale’s structure, reliability, and alignment with LAL competencies. This framework provides an evidence-driven approach to validating the LALS and lays the groundwork for future studies to address extrapolation and utilization inferences.

4.1. Approaches to assessment validation 
4.1.1. Contemporary perspectives of validity and validation
The concept of validity has undergone extensive refinement and debate, resulting in a shift from simple definitions to multifaceted, integrative approaches (AERA, APA, & NCME, 1985, 2014; Kane, 2013, 2016; Sireci, 2013). Initially, validity was understood as the extent to which a test measured what it purported to measure, with early frameworks focused primarily on content, criterion-related, and construct validity. This classification has long guided test validation practices in educational and psychological measurement and remains influential in language assessment validation (Akbari, 2012; Sireci, 2016).
Traditional views of validity emphasize these three primary types. Content validity examines the representativeness of test items concerning the domain they intend to measure. This approach requires expert judgment to ensure that test content aligns with the curriculum and reflects the knowledge and skills students should master (Pellegrino & Wilson, 2015). For instance, language assessments aimed at measuring reading or writing proficiency must include tasks reflective of real-world language use, capturing the complexity of the domain rather than simply covering isolated skills (Bachman & Palmer, 2010). Johnson and Hayward (2009) highlight the importance of content validation in maintaining alignment between assessment and instructional objectives, especially in high-stakes tests where misalignment can lead to significant consequences for learners.
Criterion-related validity, in contrast, investigates the extent to which test scores correlate with an external criterion, often used to predict future performance or compare results across different tests. Criterion validity is further divided into predictive validity (measuring a test’s ability to forecast future performance) and concurrent validity (examining how well a test aligns with other measures of the same construct). Statistical analyses, such as correlation coefficients, are frequently used to evaluate criterion-related validity (APA et al., 1966; Pellegrino, 2016). Despite its utility, criterion validity has limitations, as theorists like Ebel (1965) and Cronbach (1971) argue that identifying a stable criterion or “true measure” is challenging, and reliance on external measures alone may not capture the full depth of a construct (Kane, 2013; Newton et al., 2014).
The introduction of construct validity by Cronbach and Meehl (1955) marked a shift towards a more theoretical basis for validation, focusing on the construct underlying the test. Construct validity involves examining whether a test accurately measures an intended psychological or educational trait, such as problem-solving ability or language proficiency. This approach is particularly relevant for complex, multi-dimensional constructs, where empirical analyses (e.g., factor analysis, item response theory) provide evidence that test items align with underlying theoretical structures (Messick, 1989; Brennan, 2020).
Messick’s (1989) unified theory of validity significantly advanced this perspective by integrating various validity aspects into a single, cohesive framework. He argued that validity is an “integrated evaluative judgment” that considers multiple forms of evidence, such as content, criterion, and construct-related data, to support the test’s intended interpretation and use. By redefining validity as a unitary concept, Messick established construct validity as the core of all validation efforts, emphasizing that separate types of validity are merely aspects contributing to an overall construct validity judgment (Messick, 1995; Newton & Shaw, 2014). This view is reflected in the Standards for Educational and Psychological Testing (AERA et al., 2014), which describe validity as “the degree to which evidence and theory support the interpretations of test scores for proposed uses of tests” (p. 11). The inclusion of consequences within the validation framework further underscores that tests must not only measure constructs accurately but also consider the broader implications of their use (Sireci, 2016).
In sum, the transition from traditional types of validity to a unified, integrative concept has reshaped how validation is approached in educational and language assessment. This shift has paved the way for the development of modern validation frameworks, which offer structured yet adaptable approaches to substantiate the interpretive uses of test scores. The next section will explore the evolution and characteristics of these frameworks, focusing on five prominent models that have shaped contemporary validation practices in language assessment.
4.1.2. Development of modern validation frameworks in language assessment
The evolution of assessment validation has resulted in multiple frameworks that align with the modern concept of validity, emphasizing the integration of theory and evidence to support test score interpretations and their uses. In language assessment and validation research, five prominent frameworks have emerged: Messick’s (1989) unitary theory of validity, Bachman and Palmer’s (2010) assessment use argument, Kane’s (1992, 2006, 2011, 2012, 2013, 2016) argument-based approach, Mislevy and Yin’s (2012) evidence-centered design, and Weir’s (2005) socio-cognitive framework. These models mark a departure from traditional, compartmentalized views of validity and reflect an increasingly nuanced understanding of validity as a construct encompassing multiple dimensions.
4.1.2.1. Messick’s unitary theory of validity

Messick’s (1989) unified validation model is foundational in that it emphasizes construct validity as the primary, overarching form of validity, unifying content, criterion, and consequential validity as aspects that collectively support test interpretations and uses. This comprehensive approach is built on the principle that all validity types contribute to an overall validity judgment rather than existing as isolated forms. However, while Messick’s model integrates various forms of validity, it is frequently critiqued for its abstract nature, which provides limited practical guidance for validation studies (Knoch, 2016; Knoch & Elder, 2013). As a result, although influential, Messick’s model often serves as a theoretical foundation rather than a practical framework for validation.
4.1.2.2. Bachman and Palmer’s assessment use argument (AUA)
The assessment use argument (AUA) introduced by Bachman and Palmer (2010) expands on the idea of a structured validation framework by incorporating elements of Toulmin’s argument model, focusing on the practical applications of test scores. The AUA emphasizes the need to articulate the intended uses of assessments and align them with validation arguments that support both the interpretation and intended use of scores. Unlike Messick’s more theoretical framework, the AUA offers concrete steps for test developers, especially in classroom and low-stakes contexts, by guiding them through a backward design process where they start with the intended consequences and work back to task design. Although practical, the AUA has been critiqued for its limited applicability to high-stakes contexts, where broader social consequences may be less easily predicted (Bachman & Palmer, 2010; Cizek, 2016).
4.1.2.3. Kane’s argument-based approach

Kane’s argument-based approach has become highly influential, particularly in educational and language testing. The approach organizes validation around a series of inferences that support the interpretations and uses of test scores, with each inference backed by corresponding evidence (Kane, 2013). This framework, inspired by Toulmin’s argumentation model, provides a flexible yet systematic process to build a validity argument, making it adaptable across various testing contexts (Chapelle & Voss, 2014). Compared to Messick’s framework, which focuses on construct validity, Kane’s approach shifts the emphasis to the practical and consequential dimensions of validity, ensuring that each interpretative inference about the test can be substantiated with specific evidence. Kane’s argument-based model is particularly well-suited for high-stakes assessments but has also been adapted for classroom use due to its flexibility (Chapelle et al., 2008; Knoch & Chapelle, 2018; Moss, 2016).
4.1.2.4. Mislevy and Yin’s evidence-centered design (ECD)

Mislevy and Yin’s (2012) evidence-centered design (ECD) framework provides a systematic approach to test development and validation by embedding validation requirements into the test design process itself. ECD integrates evidentiary arguments throughout test development, ensuring that tasks are designed to directly elicit the intended skills or knowledge constructs. While primarily applied in digital and adaptive testing contexts, ECD has been recognized for its structured approach to defining what is to be assessed and linking it directly to specific evidence requirements (Mislevy & Yin, 2012). However, because of its emphasis on test design, ECD may be more suitable for standardized assessments than for classroom-based or formative assessments, where flexibility and adaptability are prioritized (Sireci, 2013, 2016).
4.1.2.5. Weir’s socio-cognitive framework

Weir’s (2005) socio-cognitive framework emphasizes the integration of cognitive processing with social and contextual dimensions, suggesting that a valid language test must consider both the cognitive skills required and the socio-linguistic context in which the language will be used. This framework has been widely adopted in high-stakes language assessments, like IELTS, as it captures the complex nature of language use in real-world contexts (O’Sullivan & Weir, 2011). It is particularly valuable for assessments that aim to measure practical language proficiency, as it addresses how test-takers use language skills interactively. However, like other comprehensive frameworks, the socio-cognitive model faces limitations in classroom settings where task authenticity and test security are less controllable.
Messick’s and Kane’s frameworks are widely regarded as foundational in the evolution of modern validation concepts. Messick’s unitary framework provides an integrated perspective on validity, viewing construct validity as the core criterion for validation across various contexts. However, due to its abstract nature, it often serves as a philosophical foundation rather than a direct practical guide for validation research (Knoch & Elder, 2013). In contrast, Kane’s argument-based model provides a clear, adaptable process that links interpretation and use through structured inferences, offering test developers and researchers a framework to justify the intended uses of test scores, especially in high-stakes applications (Chapelle & Voss, 2014; Kane, 2013).
The flexibility and comprehensiveness of Kane’s approach have made it widely applicable across diverse contexts in language assessment research, addressing both practical and theoretical dimensions of validity (Chung et al., 2010; Jang, 2009). However, Moss (2016) notes that the argument-based approach’s emphasis on structured, high-stakes scenarios may limit its applicability to formative, classroom-based assessments without adaptation. To address this gap, frameworks like the AUA and socio-cognitive models provide more accessible pathways for validation in classroom settings. The AUA’s focus on backward design is particularly useful for formative and diagnostic assessments, where the focus is on aligning assessment tasks with instructional goals rather than strictly adhering to predictive or criterion-related validation methods (Bachman & Palmer, 2010).
As assessment contexts vary widely, from high-stakes testing to formative classroom assessment, the flexibility of these frameworks becomes particularly relevant. Some, like Messick’s unitary theory, offer a comprehensive but abstract foundation, while others, like Kane’s argument-based approach, provide adaptable methods for systematically substantiating assessment interpretations and uses. The following sections focus on the argument-based approach as a central framework in this study. Its structured, inference-driven model aligns well with complex, multi-dimensional constructs, making it a valuable tool for validating the LALS within both high-stakes and classroom contexts. This detailed examination will explore how Kane’s framework addresses these challenges and supports rigorous, context-sensitive validation efforts.
4.2. Building the study’s validation framework

4.2.1. Rationale for framework selection

Among the reviewed frameworks, Kane’s argument-based approach (1992, 2013) stands out for its structured, inference-driven process that systematically links test scores to their proposed interpretations and uses. This section outlines the rationale for adopting Kane’s approach as the foundation for this study, supplemented by complementary elements from other frameworks to address specific aspects of language assessment validation. 

First, Kane’s argument-based framework provides a clear, step-by-step process for constructing both an IUA and a Validity Argument. This approach prioritizes the logical coherence of score interpretations and their empirical backing, making it particularly suitable for validating the LALS, which aims to measure a complex, multi-dimensional construct such as LAL. The systematic articulation of inferences, such as domain description, evaluation, generalization, and explanation, ensures that each link in the chain of reasoning is explicitly justified with evidence (Kane, 2013; Chapelle et al., 2008).

A key advantage of Kane’s approach is its adaptability to different assessment contexts, from high-stakes standardized testing to formative classroom assessments. This flexibility aligns with the dual purpose of the LALS: to assess EFL lecturers’ LAL in both professional and academic contexts while accommodating diverse educational settings across Vietnam. By tailoring the framework to the specific goals and constraints of this study, the argument-based approach ensures a context-sensitive yet rigorous validation process (Kane, 2006; Bachman & Palmer, 2010).

In addition, unlike traditional models of validity that focus primarily on the test itself, Kane’s framework emphasizes the interpretive and practical implications of test scores. This shift aligns with the socio-cultural nature of LAL, where test results must be meaningful and actionable for stakeholders, including lecturers, administrators, and policymakers. The emphasis on practical use also supports the alignment of LALS with real-world teaching and assessment practices, ensuring its relevance and utility in professional contexts (Kane, 2013; Chapelle, 2020).

The overarching goal of this study is to validate the LALS as a reliable and contextually relevant tool for assessing LAL among V-EFLLs. Kane’s argument-based approach, supplemented by insights from Bachman, Palmer, and Chapelle, provides a robust framework for achieving this goal. It ensures that the scale’s development and validation are guided by a coherent theoretical foundation, supported by empirical evidence, and grounded in practical relevance.

Although Kane’s framework includes extrapolation and utilization inferences, this study focuses on the first four inferences (domain description, evaluation, generalization, and explanation) due to practical constraints and methodological considerations. Extrapolation requires longitudinal data to establish predictive relationships, while utilization involves examining the broader impact of test results on teaching and learning practices, both of which necessitate extensive, multi-phase studies beyond the current project’s scope. Given the exploratory nature of LALS validation, the inclusion of these inferences is reserved for future research, where longitudinal and qualitative analyses can provide robust evidence on how LALS scores predict practical performance and inform educational decision-making.

4.2.2. The argument-based construction for LALS validation

4.2.2.1. Toumin’s argument model
The argument-based framework is built upon the conceptual principles of the practical argument structure proposed by Toulmin (1958). Therefore, the chapter begins with a brief discussion of Toulmin’s model, followed by the description of the argument-based approach. The rest of the chapter then elucidates how the argument-based approach is used in this research to shape the validation framework for the LALS.
As discussed earlier, the field of language testing has been characterized by the evolution of different conceptualizations of validity and the associated collection of cumulative evidence in the validation process. The criterion model, the content model, and the construct model of language test validity have respectively gained ascendancy and been subsumed by later models, which culminated in the unitary model of validity by Messick (1989). Central to the unitary model is construct validity which is supported by the accumulation of various types of validity including content validity and criterion-related validity (e.g, concurrent and predictive validity). This model, while providing a theoretically-sound and conceptually-reasonable framework for examining validity, does not indicate where to start the validation process, how to go about collecting evidence for each type of validity, and when to stop the process (Kane, 2013). In other words, practical specifications had not been described in enough detail so as to guide language test designers and validators in the development and validation process. This requires a more straightforward, specific, and transparent framework for the examination of language test validity germane to the interpretation and use of test scores. In this connection, Toulmin’s (1958) description of presumptive reasoning (Kane, 2013) or formal/practical arguments (Chapelle et al., 2008) was considered a relevant and viable starting point for the building of a new framework for language test validation. 
Toulmin (1958) proposed a model of argument structure including six components: Data, claim, warrants, qualifiers, rebuttals, and backing. These components are often laid out as linked to each other via logical connectors (e.g. so, unless, since) within a diagrammatic structure, which preserves the logical reasoning flows from one part to another. Figure 4.1 illustrates a typical Toulmin’s argument structure.
Figure 4.1

Toulmin’s argument structure
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A claim is the proposition or conclusion that one wants to make and whose merits one is seeking to establish (Toulmin, 2003). The foundation upon which a claim is made is the data which constitute facts or evidence through investigations (Toulmin, 2003). The arrow from the data to the claim represents an inference which is authorized by a warrant. Warrants are general, hypothetical statements that legitimize the inference from the data to the claim. In other words, warrants serve as a logical bridge connecting the data to the claim. Depending on the nature of the claim, there may be more than one warrant or inference, each may entail further assumptions. Warrants are supported by backing which consists of “other assurances, without which the warrants themselves would possess neither authority nor currency” (Toulmin, 2003, p.96).
Backing may take the form of theories, research, data or experience (Mislevy & Yin, 2012) and may vary with respect to the field of argument and the elaboration of warrants (Toulmin, 2003).
Whereas some warrants are highly tenable a priori and do not require much backing, most warrants need backing to establish their plausibility (Kane, 2013). The more ambitious the claim, the more authority required of the warrants and the more evidence needed to support the warrants. Even if the claim is warranted by legitimate authorities, it may not hold true when the conditions of rebuttal apply. Rebuttals indicate circumstances under which the warranted conclusion is defeated or rebutted and may take the form of alternative explanations or counterarguments to the intended inference (Bachman, 2005). The strength with which the claim is made on the basis of data and in virtue of the warrants can constitute another component – Qualifiers. As such, qualifiers determine the degree of force conferred on the claim by the data (Toulmin, 2003). Since its inception, the argument structure has been influential in a variety of contexts including cognitive science, legal argumentation and educational measurement (Kunnan, 2010). Particularly, in the field of educational measurement, Kane (2013) drew on Toulmin’s argument structure to develop the argument-based approach to validation of the interpretation and use of test scores. The approach is discussed in greater detail in the following section.
4.2.2.2. The argument-based approach framework in this study 
Kane’s argument-based approach to test validation conceptualizes validity as a property of the proposed interpretation and use of test scores, rather than the test itself (Kane, 2006, 2013, 2016a, 2016b). In this model, validation involves gathering and evaluating evidence to justify the plausibility of score interpretation and the appropriateness of score use. The strength of this validity depends on how well the evidence supports these proposed interpretations and uses.
Originally developed for educational and psychological measurements (Kane, 1992, 2004, 2013), Kane’s model emphasizes the importance of score interpretation and use. Bachman and Palmer extended Kane’s framework to language testing by aligning assessments with real-world contexts, ensuring that language assessments reflect the practical needs of language learners and test-takers (Bachman, 2005; Bachman & Palmer, 2010).
Building on this, Chapelle et al. (2008) and Chapelle (2012, 2020) incorporated a focus on the cognitive processes involved in language test-taking, emphasizing the importance of understanding how test-takers engage with tasks. Their approach includes both quantitative (e.g., correlation analyses) and qualitative methods (e.g., retrospective interviews, process analyses) to provide a comprehensive assessment of language testing processes.
One key advancement made by Chapelle was the emphasis on consequential validity, which assesses the broader social and educational impacts of test results. While Kane’s model acknowledged these aspects, Chapelle expanded on their importance, particularly in the context of curriculum development and instructional practices in language education. Thus, Bachman, Palmer, and Chapelle extended Kane’s foundation by incorporating a stronger emphasis on pragmatic, cognitive, and consequential aspects of language assessment, utilizing a mixed-methods approach to ensure a comprehensive validation process.
Kane’s framework emphasizes the construction of two interconnected arguments: interpretive arguments and validity arguments. The interpretive argument outlines how test scores are to be interpreted and used, articulating claims about test score meanings and their uses. It involves specifying a network of inferences and the associated assumptions needed to justify these claims. This first stage sets the foundation for the proposed use of the test results (Kane, 1992, 2013).
Following the interpretive argument, the validity argument is constructed to evaluate the interpretive argument’s coherence, completeness, and plausibility. The goal is to assess whether the proposed interpretations and uses of the test scores are justified based on the available evidence. This process involves collecting and assessing empirical evidence to ensure that the inferences made in the interpretive argument are valid and reliable (Kane, 1994, 2012).
Building on Kane’s model, Bachman and Palmer, along with Chapelle, extended these concepts to the context of language testing, offering more detailed guidance on the types of evidence and methods needed to support these arguments. They emphasized not only the importance of theoretical constructs but also the practical aspects of language tasks in communicative settings. Their work highlighted the necessity of gathering both quantitative and qualitative evidence to support these arguments, ensuring that the test tasks align with real-world language use scenarios. Thus, the argument-based approach to test validation comprises two key activities: developing an IUA, which specifies how test scores are interpreted and used, and constructing the validity argument, which evaluates the evidence supporting the proposed interpretations and uses. These two arguments will be discussed in detail in the following sections.
Kane’s framework for validation involves the construction of two interconnected arguments: The IUA, which specifies how test scores are to be interpreted and used, and the Validity Argument, which assesses the coherence, completeness, and plausibility of the IUA (Kane, 1992, 2013). This relationship is illustrated in Figure 4.2 below.
Figure 4.2

The argument-based approach framework in the study
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This approach ensures that the proposed interpretations are justified through empirical evidence. Bachman and Palmer, along with Chapelle, extended this by detailing how these arguments can be supported in language testing, incorporating both theoretical constructs and practical language tasks to ensure alignment with real-world communicative needs. Thus, the argument-based validation approach includes two core activities: developing an IUA and constructing a validity argument to evaluate and support the evidence for score interpretation and use. These arguments will be discussed in detail in the following sections.
4.2.3. Procedural steps in framework application

4.2.3.1. The “Interpretive and use argument” (IUA)
In the argument-based approach to test validation, the first step is the specification of the proposed interpretation and use of test scores (Kane, 2013). This is conceptualized through the IUA, which articulates claims, decisions, consequences, and purposes that guide the development of the assessment. The inferences and assumptions laid out in the IUA provide a framework to logically connect test performances with conclusions and decisions based on test scores (Chapelle, 2011; Kane, 2013). The complexity of these interpretations and uses requires strong supportive evidence, so test developers should aim for clarity and avoid unnecessary complexity (Kane, 2013).
The IUA framework must be coherent and complete to ensure the development of an assessment tool that aligns with the intended uses. This process is iterative, involving the collection and evaluation of evidence to adjust the assessment system until it reaches the necessary quality (Kane, 2006, 2013). During this stage, test developers gather much of the evidence needed for building the validity argument, which evaluates the plausibility of the score interpretations and uses. This evidence can be collected throughout the processes of test and IUA development (Chapelle, 2011). 
Building on Kane’s work, Chapelle et al. (2008) expanded the argument-based validity framework to include seven distinct inferences, originally focusing on six: domain description, evaluation, generalization, explanation, extrapolation, and utilization. Later, Chapelle and Voss (2021) introduced the seventh inference, consequence implication, further refining the framework.
- Domain description inference: This inference examines whether the test development process is appropriate for obtaining the observed test performance, referencing elements of content validity such as domain definition, representation, and relevance (Sireci, 1998). The backing evidence includes data from expert surveys or interviews on the test content's alignment with the target domain.
- Evaluation inference: This assesses whether test scores accurately reflect relevant task performance. The inference is supported by evidence such as item analyses, which include inspecting task scoring procedures and examining statistical properties like item difficulty and discrimination (Chapelle, 2021).
- Generalization inference: This evaluates the extent to which test scores are consistent across different testing contexts, settings, tasks, and raters. Backing evidence typically comes from generalizability and reliability studies, as well as scaling and equating procedures (Cook & Campbell, 1979; Messick, 1995).
- Explanation inference: This links observed test performance to the underlying construct being measured. Evidence supporting this inference comes from both qualitative and quantitative methods, including factor analyses that confirm the internal structure of the construct and test performance variations (Chapelle, 2021).
- Extrapolation inference: This moves the argument from the observed test performance to expected scores in the target domain. Backing evidence for this inference often involves criterion-related studies that establish the relationship between test scores and real-world performance (Kane, Crooks, & Cohen, 2005).
- Utilization inference: This evaluates whether the test results are useful for making decisions and whether they are communicated effectively to stakeholders. Evidence includes examining the utility and decision-making processes based on the test scores, such as cut-off scores and score bands.
- Consequence implication inference: This newly introduced inference connects test usage to its broader impact on stakeholders. Empirical evidence for this inference is gathered by evaluating the social and educational consequences of test use, including the influence on teaching and learning outcomes through interviews and focus groups (Chapelle & Voss, 2021).
These seven inferences offer a comprehensive framework for validating test scores by connecting claims about score interpretations and uses to specific types of supporting evidence. The IUA, with its interconnected inferences and assumptions, lays the foundation for developing and refining the assessment system, while the validity argument assesses the coherence and appropriateness of these claims (Kane, 2013).
4.2.3.2. Validity argument
Once the test and the IUA are developed and all sources of required evidence are collected, the second activity is to construct the validity argument which needs to be provided for both the score interpretations and the score uses (Kane, 2013; Sireci, 2016). Again, validity is interpreted as the extent to which the proposed interpretations and uses of test scores are justified through (a) conceptual analysis of the coherence and completeness of the proposed interpretations and uses and (b) empirical analyses of the inferences and assumptions inherent in the proposed interpretations and uses (Kane, 2013, 2016a, 2016b). The proposed interpretations and uses that are sound and supported by appropriate and sufficient evidence are considered as valid, whereas those not adequately and appropriately substantiated by evidence are not regarded as valid (Kane, 2013). The validity argument thus relies essentially on the coherences and completeness of the IUA, and the evidence collected in support of the proposed interpretation and use of test scores specified in the IUA (Kane, 2013). Kane (2013) argued that if the interpretation and use include a small number of inferences and assumptions that are plausible a priori, they would not require much empirical backing. If they consist of several inferences and assumptions that may not be sufficiently supported a priori, they require more empirical evidence.
In short, there are two types of arguments in Kane’s argument-based approach that test developers need to develop during the test development and validation processes. The first argument is the IUA, which needs to be developed initially for proposing the interpretation and use of test scores, specified through a coherent and complete network of inferences and assumptions. The clearly-specified inferences and assumptions pave the way for test developers to envisage the kinds of evidence to be accumulated in support of the defined inferences and assumptions. The more ambitious the proposed interpretation and use of test scores are, the more compelling the evidence is required, and hence the more demanding the validation process is.
For the construction of a validity argument, Toulmin’s (2003) argument structure is adopted because it offers guidance on how to justify a proposed inference. Developed by philosopher and lawyer Stephen E. Toulmin, the Toulmin method is the style of argumentation that considers six main components: data, claim, backing, warrant, rebuttal, and qualifier (Toulmin, 2003). Each of these components is defined as follows:
• Data are performances on a measurement or test scores.
• An inference is the link from the data to a claim.
• A claim is a proposed interpretation and use based on the data.
• A warrant is a general statement that is used to justify a claim.
• Backing is the evidence collected from theoretical and/or empirical research to support the warrants.
• A rebuttal is an alternative explanation or a counterargument that rejects a claim.
• Rebuttal data refers to the evidence that either supports or rejects the rebuttal.
• A qualifier shows the degree of confidence in a claim. The qualifier can be qualitative (e.g., sometimes, almost, or always) or quantitative (e.g., standard errors of measurement).
All the above-mentioned elements are connected in an argument structure as shown in Figure 4.3. 
Figure 4.3
The argument structure (Based on Kane, 1992 and Toulmin, 2003)
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Figure 4.4
Example of the evaluation inference of the LALS
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Take the Evaluation inference of the LALS as an example. Based on V-EFLLs’ performance on the LALS (data), the claim made for the Evaluation inference is that “V-EFLLs’ performance on the LALS is appropriately (qualifier) observed and scored”. There are several warrants to support this claim. One of them is that “scoring procedure is appropriately developed and applied”. Backing for this warrant includes scoring rubric criteria which function well to assess the intended construct. One of the rebuttals is that “issues related to the scoring procedure introduce construct-irrelevant variance in test scores”. Rebuttal data can include the fact that raters show inconsistency when scoring the tests. Overall, if the evidence collected supports the warrant and no evidence is found for the rebuttal, the Evaluation inference will stand then. Otherwise, the Evaluation inference will be weakened (with rebuttal data) or rejected (without backing). A visualization of this inference is provided in Figure 4.3.
Toulmin (2003) emphasizes that those who make a claim have the responsibility to make it good and show that it is justifiable. The application of the Toulmin argument model helps to avoid informal, loose and contingent inferences. By using this framework, the claimmaker can specify the types of evidence needed for the evaluation of each inference in the interpretive argument. Over the years, researchers in language testing and assessment have made great contributions in terms of the methods for collecting evidence to back a warrant in a validity argument for a certain test (Xi, 2008). Among quantitative methods, the ones which have been frequently used are item analysis, score reliability analysis, factor analysis and correlational analysis (Bachman, 2005). At the same time, popular qualitative methods include the analysis of test content, the analysis of test-takers’ self-report data as well as the use of questionnaires and interviews in the investigation of consequences and washback effects (Green, 1998; Xi, 2008). This research uses a mix of both quantitative and qualitative methods which include item analysis, correlational analysis, content analysis, and test-takers verbal report. 
In a validity argument, some inferences might require more evidence than others. Kane (2013) suggests that strong claims (e.g. predictions of future performance in different contexts) would require extensive empirical support and several parallel lines of evidence. Although all of the inferences deserve some attention, it is useful to conduct studies to elicit evidence for the most questionable claims (Cronbach, 1982, 1988). If these claims are backed by sufficient evidence, their plausibility increases. The validity argument will therefore be supported. That being said, the entire validity argument will be undermined if the inferences which are in serious doubt are not found to hold up well in practice.
In conclusion, the argument-based approach, with its structured detail and adaptability, offers a comprehensive validation framework that integrates both theoretical and practical dimensions, making it ideal for validating complex, context-sensitive assessment instruments. The following section will demonstrate how each inference can be substantiated with relevant and rigorous evidence. This approach will ensure that the interpretations and intended uses of the LAL scale scores are valid, reliable, and appropriate for their intended applications.
4.3. Evidence required for inferences in argument-based validation
As stated in the previous section, the argument-based approach to validation, developed by Kane (1992, 2013), provides a structured framework that requires specific types of evidence to support each inference in the interpretation and use of test scores. This approach includes several key inferences, domain description, evaluation, generalization, explanation, extrapolation, utilization, and consequence implication, each of which serves to link observed test performance to meaningful interpretations. To substantiate these inferences, test developers must gather evidence that evaluates the assumptions underlying these inferences, ensuring that interpretations from test scores are reliable, valid, and applicable in real-world contexts (Sireci, 2016; Bachman & Palmer, 2010).
4.3.1. Domain description evidence
The domain description inference specifies the content and skills that the assessment is intended to measure. Evidence supporting this inference typically involves documentation of the theoretical frameworks and construct definitions that inform the test design. For example, Fulcher (2012) highlights that aligning the content of language assessments with theoretical constructs of language proficiency requires expert consensus and content analysis, often supported by expert judgment studies or curriculum alignment analyses. Additional evidence may include qualitative insights, such as interview data from subject-matter experts, to confirm the comprehensiveness and relevance of the content covered in the assessment (Inbar-Lourie, 2008). In this study, content validity evidence for the LALS will be gathered through expert reviews and alignment analyses, ensuring that the test items reflect essential components of LAL for EFL lecturers. By focusing on the domain description inference, this study establishes a strong foundation for the theoretical alignment of the LALS with LAL constructs.
4.3.2. Evaluation evidence
Evaluation inferences require evidence that scoring processes and criteria are reliable, objective, and consistent to ensure that scores accurately reflect test-takers' abilities. Such evidence often includes psychometric analyses like inter-rater reliability (especially for performance-based assessments) and advanced methods such as Item Response Theory (IRT) or Rasch modeling, which assess scoring consistency across items and raters. Kremmel and Harding (2020) emphasize the importance of these quantitative methods in confirming that scores capture the intended construct without interference from irrelevant factors.
Scoring rubrics and rater training protocols are also crucial in achieving reliable evaluations, as they help standardize judgments under varying conditions (McNamara, 1996). Both Messick (1989) and Chapelle (2012) highlight that rigorous statistical methods and consistent scoring rubrics are essential to high-quality score evaluations, which often involve analyzing item difficulty and discrimination indices. IRT is particularly valuable for examining item-level parameters, such as difficulty and discrimination (Embretson & Reise, 2000; Bond et al, 2020), to ensure items perform consistently across varying proficiency levels. In this study, IRT analysis will be used to evaluate item difficulty and discrimination parameters, enhancing the scoring reliability of the LALS and ensuring that items function consistently across lecturers from different regions, proficiency levels, and genders.
4.3.3. Generalization evidence
Generalization evidence supports the claim that observed scores from an assessment are consistent across different administrations, tasks, and conditions. Traditional measures for generalizability include reliability indices such as Cronbach’s alpha and test-retest reliability. These analyses provide insights into the stability of scores and the conditions under which they can be generalized beyond a single administration. The generalization inference specifically addresses score consistency across varying conditions, contexts, or raters, which is essential for establishing reliable assessments. Evidence of internal consistency, such as Cronbach’s alpha, and generalizability studies (Cook & Campbell, 1979; Haertel, 2006) are commonly used to support this inference. IRT also contributes to reliability by assessing item consistency across subgroups or testing conditions (Embretson & Reise, 2000). In this study, reliability analyses, will be applied to confirm the stability and reliability of the LALS across samples of EFL teachers. This approach provides evidence for the generalization inference, demonstrating that the LALS can consistently capture LAL proficiency across diverse educational contexts.
4.3.4. Explanation evidence
The explanation inference requires evidence that observed scores correspond to the underlying construct that the assessment is intended to measure. Construct validity evidence is critical here, often gathered through factor analyses, such as exploratory factor analysis (EFA) and confirmatory factor analysis (CFA), which examine the dimensionality of the construct and verify that test items align with theoretical expectations (Messick, 1989). Kane (2013) suggests that convergent and discriminant validity are particularly useful, as they empirically support the alignment of the assessment with similar constructs while diverging from unrelated ones. This linkage between observed performance and the intended construct is essential for establishing construct validity.
Evidence supporting the explanation inference typically includes factor analysis and structural equation modeling, which assess the alignment of test items with theoretical expectations (Messick, 1989; Bachman, 2005). Chapelle et al. (2012) argue that factor analysis validates the alignment between test items and the construct’s theoretical structure, while IRT-based analyses further contribute to construct validity by examining item response patterns across different proficiency levels (Wilson, 2005).
In this study, Wright maps will play a central role in interpreting teachers’ proficiency levels and comparing them with initial expectations to validate the construct of LAL. These maps, along with confirmatory factor analysis and IRT fit statistics, will be employed to ensure that the LALS aligns with the theoretical model of LAL. This combination of analyses provides comprehensive evidence for the explanation inference, confirming that LALS scores accurately reflect EFL lecturers’ levels of LAL.
4.3.5. Extrapolation evidence
Extrapolation evidence involves demonstrating that assessment scores can predict performance in real-world contexts or similar domains. Predictive and concurrent validity studies are commonly employed to gather extrapolation evidence, examining correlations between assessment scores and future or concurrent measures of similar abilities. For example, in workplace language proficiency assessments, correlations between test scores and job performance evaluations provide strong extrapolation evidence (Fulcher, 2012). Longitudinal studies can also support extrapolation by showing that scores remain predictive over time, thereby establishing a clear linkage between the assessment and broader, practical outcomes.
4.3.6. Utilization evidence
Finally, utilization evidence addresses the practical implications and consequences of test score interpretation and use. Kane (2013) argues that validation must consider both intended and unintended consequences, as these affect the assessment’s overall impact on stakeholders. In educational contexts, utilization evidence often involves examining the fairness, accessibility, and ethical implications of assessments, including differential item functioning (DIF) analyses to identify potential biases against specific groups (Zumbo, 2007). Studies assessing test-taker feedback, educational policy impacts, and societal consequences provide further insight into the appropriateness of score usage and guide necessary adjustments to assessment practices.
While extrapolation and utilization inferences are critical in validation, they often require longitudinal data to establish predictive relationships and the real-world applicability of test scores. Extrapolation focuses on predictive validity, while utilization examines the relevance of decisions informed by test results. Bachman & Palmer (2010) argue that these inferences are essential in high-stakes settings where test outcomes influence significant educational or professional decisions. In this study, these inferences are reserved for future research to investigate how LALS scores predict practical performance or inform educational decision-making. Future research may involve longitudinal studies to examine the predictive value of LALS scores in assessing EFL lecturers’ LAL in their professional settings.
4.4. Articulating interpretive and validity arguments for the LAL scale
Within the scope of this research, the argument-based validation of the LALS focuses on the first four inferences: domain description, evaluation, generalization, and explanation. This targeted approach is consistent with several previous studies that have chosen to focus on a subset of inferences rather than attempting to cover the full framework. For instance, studies by Aryadoust (2013), Jia (2013), and Li (2015a) concentrated on one or a few inferences, enabling a more in-depth investigation into the empirical claims that require stronger validation. By narrowing the focus, these studies were able to provide more detailed and specific justifications for particular inferences within the argument-based framework. Following this rationale, this research limits its scope to these four inferences, as addressing extrapolation and utilization would require extensive quantitative and qualitative data from multiple sources, which is beyond the scope of this thesis. These inferences will be reserved for future research to ensure a thorough and comprehensive evaluation.
The process of argument-based validation for the LALS involves two critical stages: the development of the IUA and the subsequent construction of the validity argument for each of the four targeted inferences: domain description, evaluation, generalization, and explanation. These stages are essential for ensuring that the proposed score interpretations and uses are grounded in empirical evidence, providing a solid foundation for the validity of the LALS.
4.4.1. Stage 1: Developing interpretive and use argument (IUA)
The IUA serves as the framework for outlining how the LALS test scores are interpreted and used. In this research, the IUA focuses on the four core inferences: domain description, evaluation, generalization, and explanation. Each inference represents a logical link in the chain from test performance to the eventual conclusions and decisions drawn from the scores. The development of the IUA involves:
- Defining the claims about what the test scores mean (e.g., EFL lecturers’ LAL).
- Outlining the assumptions underlying these claims (e.g., that the LAL construct is clearly defined and that tasks effectively measure this construct).
- Specifying the inferences that guide how test developers move from observed performances to the proposed interpretations of those performances (Chapelle, 2021; Kane, 2013).
Each inference in the IUA is supported by warrants - statements that justify the use of a particular inference based on underlying assumptions. These assumptions help guide the types of backing evidence needed to support the IUA, ensuring that the process is both logical and justified. In short, the IUA lays the groundwork for how test scores will be used to make claims about EFL lecturers’ LAL, and it outlines the logical structure for interpreting those scores. Figure 4.5 presents the IUA for the LALS, adapted from Chapelle et al. (2008). The four targeted inferences are: (1) construct/domain definition, (2) evaluation, (3) generalization, and (4) explanation. These inferences are critical for this study, as the evidence collected not only refines the LALS and its rating scale but also informs the validity of inferences drawn from EFL lecturers’ LAL task scores. These inferences are tied to specific warrants, each based on a set of assumptions. A warrant specifies the conditions under which an inference can be justified (Chapelle, 2021). At this stage, no rebuttals are included, as the primary goal is to gather supporting evidence for the proposed inferences (Kane, 2013). However, potential rebuttals could be incorporated into future research based on any identified threats to the inferences.
Figure 4.5
Validation framework for the LALS
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4.4.2. Stage 2: Constructing validity arguments for each inference
Once the IUA has been developed, the next step is to gather evidence to construct a validity argument for each inference. This involves evaluating whether the assumptions and inferences in the IUA are supported by empirical evidence, and whether the proposed score interpretations and uses are valid (Kane, 2013). For this research, four inferences are addressed: Domain description, Evaluation, Generalization, and Explanation, each contributing distinct evidence to the overall scale validation.

The Domain description inference serves as the foundation by defining the essential knowledge and skills of language assessment for contextualizing the scale (Chapelle et al., 2008). This inference rests on two main assumptions: (1) that the knowledge and skills required for EFL lecturers are identifiable from comprehensive literature, providing criteria for scale items to represent these skills accurately, and (2) that scale items can be developed to reflect each LAL dimension in the EFL university context. These assumptions are supported by a literature review and expert input, ensuring content relevance and contextual suitability. 

The Evaluation inference establishes that the scale accurately reflects targeted LAL skills and abilities. This inference is based on two assumptions: (1) that the scoring rubrics effectively evaluate the intended LAL abilities, and (2) that item statistics provide valid evidence of these abilities. Validation evidence includes the iterative development and refinement of scoring rubrics through expert consensus and psychometric analyses confirming item difficulty and discrimination.

The Generalization inference asserts that scale items represent a wide range of LAL skills, ensuring generalizability across diverse participant samples. This inference assumes high score consistency across samples, supported by Rasch analysis, weighted mean square statistics, and internal consistency measures, which confirm item reliability and the scale’s ability to capture EFL lecturers’ varying perceptions of LAL.

Finally, the Explanation inference examines whether observed scores align with the theoretical LAL framework, allowing the scale to distinguish between differing ability levels. Assumptions for this inference include that items tap into specific theoretical components and that the scale’s performance reflects varying levels of ability. Validation evidence includes psychometric analyses, thematic evaluations, and Rasch modeling, supported by Wright maps that illustrate item fit and person ability alignment.

Table 4.1
Key inferences, assumptions, and sources of backings for interpretive arguments
	Inferences
	Warrants
	Assumptions
	Backings
	Possible sources for backings

	1) Domain description
	The scale criteria represent the skills and abilities required for EFL lecturers to have a successful experience in an EFL university context.
	Assumption 1:
The knowledge and skills required for EFL lecturers are identifiable from the literature on LAL domain.
	A comprehensive review of relevant documents and empirical researches to identify components
of LAL in this context.
	Scale development, literature review, expert judgment.

	
	
	Assumption 2:
The items can be developed or sampled as indicators of each dimension.
	The identification of items from previous studies that represent each component, and the refinement of items to better suit the context in which the scale is administered.
	Questionnaire and interview data about the content relevance from experts and other stakeholders (SMEs).

	2) Evaluation
	The scale reflects the targeted language abilities and skills.
	Assumption 1:
Scoring rubrics are appropriate for judging evidence of the targeted language assessment abilities.
	Rubrics were developed, trialed, and revised based on expert consensus, documented in the LAL design framework.
	The scale development process and the content scrutiny of the questionnaire items.

	
	
	Assumption 2:
Statistical characteristics of items are appropriate for providing evidence of the targeted language assessment abilities.
	Item analyses verified the difficulty and discrimination of test items.
	Psychometric analyses of the response scales, including Rasch analysis and CTT.

	3) Generalization
	The scale items are representative of the universe of possible items that can capture EFL lecturers’ differing levels of perception of LAL.
	Assumption 1:
The high consistency of scores across different participant samples.
	Weighted mean square statistics indicate high score consistency across different samples of participants.
	Rasch analysis of item reliability and item separation, internal consistency measures.

	4) Explanation
	The lecturers’ observed scores or responses on the scale to the theoretical construct upon which the scale is developed.
	Assumption 1:
The scale items tap into the components they are supposed to represent.
	The statistical analysis of the underlying structure of the scale
	Psychometric analyses of the response scales, expert review, thematic analysis.

	
	
	Assumption 2:
The scale performance varies according to level of ability.
	The scores reflect differences in ability level, consistent with theoretical expectations of language assessment development.
	Wright maps, Rasch analysis of item fit, item-person maps.


Each inference, along with its assumptions, warrants, and sources of validation, is summarized in Table 4.1, which consolidates the validation evidence across all four inferences. This structured approach integrates expert insights, empirical data, and psychometric validation, demonstrating the scale’s readiness for practical implementation and its alignment with the theoretical constructs underpinning LAL.

4.5. Chapter summary
This chapter outlines the argument-based approach to test validation, focusing on its application to the LALS. The approach involves two stages: formulating the interpretive argument to define score interpretations and uses, and constructing the validity argument to support these interpretations with evidence, guided by Toulmin’s model. For the LALS, four key inferences, domain description, evaluation, generalization, and explanation, were specified, with supporting evidence from expert reviews and psychometric analyses. This chapter equips with a robust framework and methodologies to validate the LALS, providing a foundation for subsequent validation analyses.
CHAPTER 5: RESEARCH METHODOLOGY
This chapter outlines the methodology for developing and validating the LALS for V-EFLLs within the context of Vietnam’s HE system. The chapter progresses through key methodological components, beginning with an overview of the research context in Section 5.1, highlighting the need for a localized AL framework influenced by Vietnam’s socio-cultural and institutional factors. Section 5.2 revisits the research questions, emphasizing the objectives related to LALS development and validation. Section 5.3 details the research design, followed by Section 5.4, which describes the study’s participants and sampling methods. Section 5.5 explains the data collection instruments and procedures, while Section 5.6 outlines the data analysis process for both qualitative and quantitative phases. Lastly, Section 5.7 provides a summary, setting the stage for the subsequent chapter on LALS’s psychometric properties and validation outcomes.
5.1. Research context
This study is set in the context of Vietnam’s HE system, where the development of LAL among EFL lecturers is shaped by various socio-cultural and institutional factors. Since the Doi Moi economic reforms, English has been prioritized as the primary foreign language in Vietnam, playing a crucial role in the country’s economic development and global integration (Do, 2006; Ngo, 2018, 2021; Nguyen, 2020). Government initiatives such as Project 2020 reflect Vietnam’s commitment to making English proficiency a competitive asset, with the Ministry of Education and Training (MOET) establishing standards to promote English learning and assessment across educational levels (Government of Vietnam, 2008, 2017).
While MOET policies like Circular 01/2014/TT-BGDĐT and the Dispatch No. 2069 (MOET, 2020) outline general competencies for English teachers, they provide limited guidance on AL, underscoring the need for a more comprehensive framework. The current assessment landscape in Vietnam is dominated by high-stakes testing, including standardized exams such as TOEIC, IELTS, and VSTEP, which serve as benchmarks for language proficiency. These assessments influence classroom practices, often leading teachers to emphasize memorization and linguistic accuracy over communicative skills, reinforcing a test-oriented system (Pham, 2017; Vu, 2017). 
In the HE setting, the diverse demands of assessment, ranging from evaluating student learning outcomes to meeting national standards, require faculty to engage in complex assessment tasks (Davies & Taras, 2018). However, resource disparities among institutions, especially between public and private universities, contribute to inconsistencies in implementing these standards (Pham, 2020). Larger class sizes, limited instructional resources, and heavy teaching loads, particularly in rural areas, limit opportunities for formative assessment, reinforcing reliance on summative methods and traditional practices (Nguyen & Hoang, 2021).
The development of LAL among V-EFLLs is also affected by cultural and experiential factors. Vietnam’s Confucian heritage shapes a hierarchical teacher-student relationship, which reinforces conventional assessment methods like exams and quizzes, thereby impeding the shift toward formative, student-centered approaches that are essential for comprehensive LAL (Carless & Lam, 2014; Ngo, 2022). Furthermore, national policies and the emphasis on high-stakes testing create socio-economic pressures, as stakeholders expect results-oriented assessments to secure employment, limiting teachers’ capacity to experiment with innovative assessment practices (Le & Barnard, 2019; Tran, 2019).
Pre-service and in-service training in Vietnam offers limited practical focus on AL, often emphasizing standardized assessments over diverse techniques. As a result, many teachers self-develop LAL on the job, relying on familiar, traditional methods due to a lack of resources or structured support for alternative assessment practices (Ngo, 2020). Professional development opportunities vary, with urban universities offering more resources than rural areas, often leaving educators isolated in their professional growth. Consequently, teacher autonomy in assessment practices is restricted by institutional constraints and high workloads, further hindering the development of holistic LAL skills (Pham & Le, 2019).
In summary, Vietnam’s unique educational and cultural landscape has influenced EFL teachers’ assessment practices, underscoring the need for a comprehensive, context-sensitive LAL framework. The dominance of high-stakes testing, limited professional resources, and reliance on traditional assessment methods create a pressing need to equip teachers with varied, modern assessment competencies. This study aims to address this gap by identifying the core components of LAL for V-EFLLs, ultimately fostering a balanced, effective approach to language assessment in Vietnamese HE.
5.2. Research questions revisited
This study addresses gaps in the literature on LAL by developing and validating a model specifically designed for V-EFLLs. Focused on the unique competencies required in Vietnamese higher education, it aims to support teacher education programs and professional development initiatives. The main objectives are twofold: to develop a LALS that assesses critical criteria for language assessment specific to V-EFLLs, and to validate the LALS using an argument-based validation framework informed by Kane’s (2006) model and extended by Chapelle et al. (2008). This framework examines the scale’s validity across four key inferences.

The first research question, “What are the criteria in a scale that measures the LAL of V-EFLLs?” guided the development of the LALS by identifying key competencies in language assessment relevant to V-EFLLs. Validated by experts, the items capture essential competencies and reflect the cultural and educational needs specific to the Vietnamese context. Expert feedback was used to refine the scale, adjusting for missing or extraneous items to align with broader LAL standards and the distinct requirements of Vietnamese higher education.

The second research question, “To what extent is the developed LAL scale a valid and reliable instrument for assessing the LAL of V-EFLLs?” is addressed through four inferences: domain, evaluation, generalization, and explanation.

For the domain inference, the question, “To what extent do the criteria in the LALS accurately represent the LAL construct for V-EFLLs, as determined by expert feedback and content relevance?” examines how well the LALS items align with essential competencies. Findings indicate that the LALS items accurately capture core LAL skills and knowledge as validated by both V-EFLLs and field experts, ensuring the scale's relevance to the Vietnamese educational context.

The evaluation inference addresses the question, “To what extent do the criteria of the LALS for V-EFLLs demonstrate satisfactory psychometric properties to ensure reliable and valid measurement?” Psychometric analysis confirmed that most LALS items meet standards for item difficulty, discrimination, and reliability. Internal consistency, assessed using reliability indices like Cronbach’s alpha, ensures each item’s contribution to a reliable and valid measure of LAL. Items not meeting these standards were refined or removed.

The generalization inference explores the question, “How generalizable are the LALS scores across different demographic groups and levels of experience among the studied V-EFLLs?” Findings suggest that LALS scores are stable across various demographic groups, with minor variations in specific items reflecting different experience levels and regional contexts. This indicates that LALS scores are generalizable across diverse subgroups in Vietnamese higher education. Analyses of gender, region, and experience levels revealed consistent results overall, though some items may show sensitivity to certain demographic factors.
For the explanation inference, the question “How well do V-EFLLs’ self-ratings on the LALS reflect their actual LAL competencies, and to what extent do the items effectively differentiate their proficiency levels?” assesses the accuracy of self-assessments. Findings reveal that self-ratings generally align with external evaluations, though occasional overestimations in certain areas suggest opportunities to improve item clarity and differentiation across competency levels. Comparisons between self-ratings and expert evaluations identified patterns in self-assessment accuracy, confirming that the LALS effectively differentiates levels of LAL competence among lecturers.

In summary, this study employed a mixed-methods design to validate the LALS through systematic evidence collection across four validity inferences. The results indicate that the LALS is a robust, reliable tool that effectively captures essential LAL competencies for V-EFLLs. These findings will inform curriculum development and enhance language assessment practices within Vietnamese higher education, supporting professional development initiatives tailored to local needs.

5.3. Research design
The study utilized an exploratory sequential mixed methods design (Creswell & Plano Clark, 2018) to comprehensively develop and validate the LALS, as illustrated in Figure 5.1. In this approach, qualitative data were collected and analyzed first, which informed the subsequent quantitative phase. This sequential process allowed for a detailed exploration of the construct before transitioning to measurement. The integration of qualitative and quantitative data occurred under the framework of argument-based validity. 
The qualitative component of the study consisted of responses from EFL lecturers, including semi-structured interviews, and expert feedback, focusing on the clarity, relevance, and applicability of the LALS. The quantitative data comprised scores awarded to EFL lecturers’ responses during the trial of the scale, where EFL lecturers’ performance on the assessment tool was measured.
Figure 5.1

Procedural diagram of the scale development and validation stages
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The process involved multiple stages, beginning with a literature review to generate the initial draft of the scale. A focus group then reviewed this draft, providing qualitative content analysis feedback on the appropriateness and relevance of the scale, as well as suggestions for additions or omissions to the indicators and new criteria features. This feedback informed revisions of the scale. Next, two rounds of expert paneling were conducted. In Round 1, experts reviewed the scale for clarity, relevance, and representativeness, offering verbal and written comments. Their feedback led to further revisions, including new criteria features, merging or omitting indicators, and reordering criteria. Round 2 focused on refining the scale further, ensuring alignment with developmental learning principles and confirming the logical ordering of the criteria.
In the final quantitative phase, the revised scale was trialed with EFL lecturers, and their responses were quantitatively analyzed to provide psychometric evidence supporting the validity of the scale. During the merging phase, some qualitative findings were transformed into quantitative variables, which allowed for a comprehensive analysis that integrated both data types. This transformation ensured that the qualitative insights from earlier phases informed the quantitative assessment, aligning with practices seen in other construct validity studies (e.g., Frost et al., 2012; Galaczi, 2014). The combination of qualitative exploration and quantitative measurement provided a robust examination of the scale’s performance and validity.
The summary of the methods used in this study, organized by interpretive argument and corresponding research questions, is outlined in Table 5.1. This table highlights the methodological approach, data collection, and analysis techniques employed to address each inference in the argument-based validity framework, providing a clear overview of how the study systematically answered the research questions.
Table 5.1
Summary of the methods employed in the study
	Interpretive argument
	Research questions
	Methods
	Data collection
	Data analysis

	Domain inference
	RQ2.1
	Qualitative
	Expert reviews, document analysis of LALS content
	Content-based analysis, thematic analysis

	Evaluation inference
	RQ2.2
	Quantitative
	Test takers’ scores on the LALS
	Rasch model analysis

	Generalization inference
	RQ2.3
	Quantitative
	Test takers’ scores on the LALS
	Rasch model analysis

	Explanation inference
	RQ2.4
	Qualitative & Quantitative
	Test takers’ scores on the LALS, focus groups, expert judgment
	Rasch model analysis & thematic analysis


5.4. Research participants 
5.4.1. Sample size determination
5.4.1.1. Qualitative phase
In the qualitative phase of this study, focus groups and expert reviews were conducted to gather in-depth feedback on the initial competency framework. Participants were selected through purposive sampling to ensure that they possessed the relevant expertise and experience needed to provide meaningful input, which is critical during the early stages of scale development (DeVellis, 2016). This approach prioritizes information richness over statistical representativeness, allowing for deeper insights into the framework’s content and structure.

To familiarize participants with the study, a detailed briefing was conducted to explain the objectives, scope, and their expected contributions. Focus group participants received an overview of the research and the draft framework in advance, ensuring they had time to review and reflect on its content. Similarly, expert panel members were provided with a structured review template and guiding questions to focus their evaluation on specific aspects of the framework.

Focus groups were organized to explore the initial draft of the competency framework, aiming to refine its content and assess its applicability to the context of Vietnamese higher education. Following Krueger and Casey’s (2015) recommendations, 6–12 participants were selected to balance diverse perspectives with manageable group dynamics for in-depth discussion. This aligns with Morgan’s (1996) guidance on focus group methodology, emphasizing the importance of small, purposively chosen groups to facilitate rich, interactive discussions. Participants included EFL lecturers, language assessment experts, university administrators, and faculty leaders, selected to represent diverse roles and institutional contexts. This diversity enhanced the framework’s practical applicability, with a focus on achieving data saturation, where no new themes emerge from discussions.
An expert review panel was convened following the focus groups to further evaluate the framework’s validity and developmental appropriateness. Six subject matter experts (SMEs), with experience ranging from 18 to 40 years, were purposively selected based on their extensive backgrounds in language assessment, education, and curriculum development. The SMEs were familiarized with the study through an initial briefing, and their feedback was collected using structured templates to ensure clarity and consistency. Feedback was iteratively incorporated into the framework, leading to substantial refinements in its clarity, comprehensiveness, and structure.

The self-designed protocol guiding these processes included a sequence of steps: preparing guiding questions, summarizing focus group insights, developing a structured feedback template for experts, and organizing iterative consultations to refine the framework progressively.

5.4.1.2. Quantitative phase
The quantitative phase of this study utilized survey methodology to validate the framework statistically. Sample size determination was a critical factor to ensure statistical accuracy and external validity (Kyriazos, 2018). Rasch item response modeling was the primary psychometric method, guiding sample size decisions due to its efficiency in achieving precise parameter estimates with fewer respondents than other item response models (Bond et al, 2020). According to Linacre (2021), a sample size of approximately 150 participants is generally adequate for reliable parameter estimation in Rasch analysis. An alternative heuristic, as proposed by Kyriazos (2018), suggests gathering around 30 responses per performance level or quality criterion, indicating a sample size requirement of roughly 120 for robust calibration.
To capture a representative sample across Vietnam’s diverse educational landscape, a stratified sampling strategy was employed, dividing institutions across northern, central, and southern regions. Cluster sampling was then used to handle the large number of institutions, with convenient sampling applied in the final step to ensure accessibility. This process resulted in 177 responses from EFL lecturers, providing a robust dataset for the calibration and validation of the LAL framework.
Table 5.2 below summarizes the sampling methods and participant details across the study’s three stages: focus groups for initial insights, expert reviews for refinement, and survey validation to comprehensively test the framework.
Table 5.2

Sampling of participants in the study
	Study stage
	Participants
	No. of participants
	Sampling techniques

	Drafting (Focus groups)
	Subject matter experts from Vietnamese universities, including EFL lecturers, language assessment experts, university administrators, and faculty leaders
	12
	Purposive sampling

	Paneling (Expert interviews)
	External language assessment experts with 18-40 years of experience, covering diverse expertise in testing and assessment
	6
	Purposive sampling

	Trialing and validation
	V-EFLLs from universities across the north, central, and southern regions
	177
	Stratified and convenient sampling


5.4.2. Focus group participants
Following the creation of the initial competency framework based on existing literature, focus groups were organized with subject matter experts to assess the framework’s content validity. These groups provided valuable insights into V-EFLLs’ language assessment competencies within the context of higher education in Vietnam. The discussions facilitated direct interaction, allowing participants to elaborate on their views, helping the researcher refine the research instruments effectively.
Table 5.3

Focus group participants’ background information
	Participants’ roles
	

Background information

	
	Numbers of participants
	Qualification/ Major
discipline
	Professional
qualifications
	Target learners
	Years of experience in teaching English

	Language assessment experts
	1
	Ph.D. in TEFL
	Attended a few proficiencies and language assessment workshops 
	English majored
	19 years

	
	1
	Ph.D. in Language
Testing and
Assessment
	Attended a few language
testing and assessment workshops and training courses
	English majored
	17 years

	University administrators
	1
	Assoc.Prof. in Education
	Attended a few national and/or international conference sessions on language assessment
	Both
	23 years

	
	1
	Ph.D. in Education
	Attended a few national and/or international conference sessions on language assessment
	Both
	18 years

	Head of faculty/division
	1
	Ph.D. in English Literature
	Attended a few proficiencies and language assessment workshops
	Both
	24 years

	
	1
	Ph.D.  in TESOL
	Attended a few language
testing and assessment workshops and training courses
	Both
	17 years

	EFL lecturers
	1
	Ph.D. in Education
	Attended a few language
testing and assessment training courses
	English majored
	20 years

	
	1
	MA in English Literature
	Attended a few TESOL conferences
	English majored
	15 years

	
	1
	MA in Education
	Attended a few TESOL short courses
	Both
	9 years

	
	1
	MA in TESOL
	Attended a few ELT workshop
	English non-majored
	7 years

	
	1
	BA in ESP
	Attended a few ELT workshop
	English non-majored
	3 years

	
	1
	BA in English Literature
	Attended a few ELT workshop
	English non-majored
	5 years


The twelve participants were selected from some foreign language universities, both public and private institutions, in the north of Vietnam, which was the subject of the research. Among them, two participants served as language assessment experts, two as the university administrators, another two acted as the faculty or division leaders, who are in charge of expertise in a subject or specialized department at a university. The remaining six participants were EFL lecturers, with different backgrounds such as: the number of years of experience in teaching English, major discipline, the target group of learners they teach at school. Table 5.3 presents detailed information about the roles and backgrounds of these participants. 
 

A focus group discussion was conducted in approximately 90 minutes. The focus group with the different stakeholders conducted in this project provided a valuable means of capturing a panorama of language assessment competencies in the draft framework for V-EFLLs’ LAL in a context of Vietnamese universities.  The primary objective of these stakeholder-focused discussions was to assess the suitability and inclusiveness of the competencies and performance indicators derived from an extensive review of scholarly literature. The aim was to extract insights from an internal perspective, shedding light on how different stakeholders define a language assessment literate teacher. These discussions served to collect input from educators possessing advanced knowledge in EFL acquisition and teaching methodology, extensive experience in EFL teaching, professional training, and practical involvement in language testing and assessment.
5.4.3. Expert review participants
5.4.3.1. Round 1
After the focus group session, the first round of expert review was conducted to refine the LAL framework. Key findings from the focus group were summarized and presented to all experts for further discussion. The expert review involved both internal and external experts. Initially, the framework was reviewed by two internal experts from Hanoi University and VNU University of Languages and International Studies. During the entire process of developing a preliminary framework, the author had continuous discussions with the internal experts until an agreement was reached for the preliminary framework. Thus, only the reviews from the external experts are reported and analyzed in this paper. 
The researcher has reached out to 11 potential external experts in May 2023. The email invitation letter was sent out to each of the potential reviewers, and six of them agreed to participate in the review process for both the framework and assessment items. The consent form and invitation letter appear in Appendix E.1. These external reviewers, selected for their diverse expertise in language testing and assessment, ranged in experience from 18 to 40 years, bringing valuable perspectives to the review process as can be seen in Table 5.4.
Table 5.4

Expert review participants’ background information
	Expert
	Qualification

	Gender
	Years of experience in field
	Position

	T1
	Ph.D.
	Male
	18
	University Lecturer, Specialist in Assessment

	T2
	Ph.D.
	Female
	19
	University Lecturer, Specialist in Assessment

	T3
	Ph.D.
	Female
	20
	Department Head, University Lecturer in Assessment

	T4
	Assoc. Prof.
	Male
	27
	Associate Professor, Head of Department, Expert in Foreign Language Assessment

	T5
	Ph.D.
	Female
	25
	University Lecturer, Specialist in Assessment

	T6
	Ph.D.
	Female
	40
	Director of a Research Center, Expert in Assessment


A team of six experts, each with significant experience in language assessment, contributed to the development of a LAL framework for V-EFLLs. The first reviewer, with 18 years of experience, provided practical insights into EFL lecturers’ needs, while Dr. T2, a university lecturer with 19 years of experience, ensured the framework addressed real-world classroom challenges. Dr. T3, with 20 years of expertise, contributed a strategic perspective on educational leadership and curriculum development. Professor T4, with 27 years in foreign language assessment, integrated internationally recognized testing standards into the framework. Dr. T5, with 25 years of experience, specialized in frameworks for pre-service teacher assessment. Dr. T6, the most senior reviewer with 40 years of experience, ensured the framework adhered to high educational standards. Together, their combined expertise helped develop a comprehensive, culturally relevant framework aimed at enhancing the assessment capabilities of EFL educators in Vietnam. 

5.4.3.2. Round 2
The second round of expert review aimed to refine the quality criteria for each performance indicator and confirm their sequence in terms of ascending proficiency levels. This expert panel consisted of the same six subject matter experts (SMEs), each an English instructor from a prominent foreign language university in Vietnam, with 12 to 18 years of experience in the field. These SMEs had prior experience in developing assessment instruments and had not participated in the initial focus groups. Following a briefing on the research project, the SMEs were given the competency framework, which was developed based on a comprehensive literature review and insights from the focus groups. Their feedback was instrumental in further refining the framework, ensuring that it effectively supports the developmental progression required for LAL.
5.4.4. Trialing
This study employed a multi-stage sampling approach to obtain a representative sample of universities across Vietnam’s northern, central, and southern regions, focusing specifically on institutions offering English Language Teaching (ELT) and English Language programs. The sampling process began with a stratified approach, categorizing universities by region and program type to capture diverse perspectives on LAL across varied educational contexts. According to the Ministry of Education and Training (MOET, 2022), Vietnam has 241 public and private higher education institutions, of which 136 offer ELT or English Language programs. Military institutions were excluded due to their unique instructor requirements, ensuring that the sample aligned with the study’s focus on civilian educational contexts.
Following this initial stratification, cluster sampling was used within each region to group institutions, effectively managing the large number of potential participants. From these clusters, convenient sampling was then applied to select accessible institutions willing to participate, balancing logistical feasibility with practical accessibility. Recruitment was facilitated by heads of divisions or faculties at the selected universities, who invited EFL lecturers to participate, thereby minimizing researcher intervention. This multi-stage process resulted in a final sample of 177 participants, with an 83% response rate from the 213 lecturers contacted. These lecturers, drawn from public and private institutions nationwide, provided a comprehensive demographic and educational representation, as shown in Figure 5.2, which details their qualifications and years of experience, illustrating the diversity and depth of expertise among participants. This diverse profile supports the framework’s validity by grounding insights in the real contexts of Vietnam’s EFL educational landscape.
The visual summary presents the demographic profile of the participants, including 37 males (20.9%) and 140 females (79.1%). Regarding educational qualifications, 12 participants held a Bachelor’s degree (6.8%), 131 held a Master’s degree (74%), 33 held a Doctoral degree (18.6%), and 1 participant was an Associate Professor (0.6%). In terms of professional experience, 28 participants (15.8%) had 1-5 years of experience, 28 participants (15.8%) had 6-10 years of experience, 86 participants (48.6%) had 11-20 years of experience, and 35 participants (19.8%) had over 20 years of experience. 

Figure 5.2

Demographic overview of participants
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In conclusion, this study’s multi-phase sampling approach provided a solid foundation for both qualitative and quantitative analysis. Purposive sampling in the qualitative phase gathered essential insights from focus groups and expert reviews, leading to key refinements in the competency framework. The quantitative phase employed a stratified sampling strategy, resulting in a balanced and representative sample of 177 EFL lecturers across Vietnam’s regions, supporting robust statistical validation. With the sampling phase complete, the following section details the data collection process.
5.5. Data collection and instruments 
5.5.1. Instruments
5.5.1.1. Focus group protocol
The focus group guide included 12 open-ended questions crafted to encourage open discussion and enable follow-up, fostering active dialogue among the 12 selected experts, each representing various aspects of EFL language assessment in Vietnam. 
These questions were developed to create general discussion and allow for follow-up as recommended by Floyd (2018). Following a self-designed protocol led by the researcher as facilitator, these sessions aimed to create a space where participants could individually and collectively share their insights. This approach allowed those more experienced in specific competencies to support others in understanding different aspects of the framework. The focus group guide was field tested in a mock focus group with 2 English lecturers. They expressed when questions were vague and when they were clear. To address specific areas of interest, questions 4 and 6 were added to explore cultural relevance and contextual fit for the Vietnamese EFL environment, while question 12 invited broader suggestions for improving the framework. Introductory and concluding questions were also adjusted to ensure a smooth flow, helping participants ease into the discussion and offering space for final reflections. Follow-up prompts were added where needed to guide participants to consider additional competencies that might not immediately come to mind. Participants appreciated the definitions and examples provided in the guide, and the follow-up questions helped sustain the conversation, allowing for context-specific insights. The finalized focus group protocol is included in Appendix E.
5.5.1.2. Paneling’s semi-structured interviews
During the paneling phase, semi-structured interviews provided a more detailed qualitative assessment, using the following resources as a guide: Adams (2015); Smerek & Peterson (2006), and Steigman (2017) where each expert reviewed and provided specific feedback on the framework. The interview questionnaire (Appendix F.2) collected expert feedback on the comprehensibility, relevance, structural coherence, and applicability of the LALS through 10 open-ended questions addressing key aspects of the framework.
The initial questions assessed clarity, asking experts if the language was accessible and if any critical components of LAL were missing. Experts also evaluated whether the number of items sufficiently captured each competency group. In terms of relevance, experts discussed whether the competency groups were appropriately representative of the LAL required by university lecturers. The interview then examined structural coherence, focusing on the logical organization, balance, and internal alignment of the criteria and indicators. Experts identified any elements they considered extraneous and commented on the framework’s overall structure. Additionally, experts compared the framework’s structure to other established assessment frameworks and professional standards in Vietnam, assessing alignment and relevance.
Finally, experts evaluated the framework’s suitability for assessing university lecturers’ LAL and its generalizability across Vietnamese institutions. Follow-up questions were added where needed to expand on recurring themes, encouraging broader discussion. For instance, when one participant focused on relationship-building supports, prompts led them to discuss professional development and induction programs as well.
5.5.1.3. Trialing stage’s online survey questionnaire
In the trialing phase, an online questionnaire was distributed to a larger sample to test the framework’s applicability and reliability. The questionnaire was divided into two sections to collect both demographic data and self-assessments of language assessment competence. The first section contained 8 items on demographic and professional background information, aiding in contextualizing findings across regions and educational backgrounds (Appendix G).
The second section consisted of 42 items aligned with the LALS framework, prompting participants to self-assess their competencies by selecting responses that best described their typical behaviors in professional practice. This questionnaire protocol was also field-tested with three members of the target population. Feedback from this testing phase ensured that the items were clear and relevant, allowing participants to reflect on their practices accurately. Adjustments were made based on field test feedback, including refining language and adding prompts to elicit more nuanced responses. 
5.5.2. Data collection procedures 
This section outlines the data collection and management procedures across the three stages of this study: focus group discussions, semi-structured interviews, and online survey administration. Email invitations were distributed to lecturers at institutions specializing in English language teaching across different regions of Vietnam. The invitations outlined the study purpose, participation requirements, and consent details. Once participants expressed interest, they received an email with a link to an informed consent form and a brief demographic questionnaire. The consent form provided detailed information on study objectives, procedures, and confidentiality measures, which participants were required to accept before proceeding. 
The focus groups were conducted via Zoom, lasted approximately 90 minutes, following a protocol of 12 open-ended questions. The researcher facilitated the discussions, prompting participants to elaborate on competencies, share experiences, and assess the framework’s applicability to the Vietnamese EFL context. Notes and recordings were collected for later transcription and thematic analysis.
In the paneling phase, six external experts were interviewed individually to provide detailed feedback on the framework’s clarity, structure, and alignment with international standards. These interviews, conducted face-to-face, followed a field-tested protocol of 10 open-ended questions, allowing flexibility for follow-up prompts. Each interview lasted between 40 and 60 minutes and was recorded, with transcripts created and reviewed for accuracy and also thematically coded in preparation for analysis.
For the trialing phase, an online questionnaire was distributed to a larger sample of V-EFLLs to assess the framework’s reliability. Participant recruitment involved careful planning and collaboration with institutional heads. Initial site authorization was obtained from relevant heads of institutions, who assisted in contacting potential participants. The data collection period for each institution was set at two weeks, with reminders sent periodically to maximize participation. Data was collected in a secure online format and prepared for quantitative analysis. 
All participant data was anonymized by assigning pseudonyms and will be retained to protect participant confidentiality. Upon completion of data collection, transcripts and survey responses were organized in MAXQDA 2020 by data source (focus group, interview). The following section will detail the specific data analysis procedures applied to evaluate the LALS framework.
5.6. Data analysis 
This section outlines how different types of analysis were conducted with different data sets. The data analysis presented in this section aims to answer the research questions and provide evidence pertaining to the inferences in the validation framework of the LALS. I employed both quantitative and qualitative approaches to analyzing the data. 
For qualitative data, I used the iterative qualitative data coding procedures (open coding, theme development, and coding for patterns) described in Baralt (2012) to examine experts’ and local experienced lecturers’ perceptions of the scale content relevance and representativeness (domain description inference). For quantitative testing data, I conducted Item Response Theory (IRT), Rasch analysis for item fit and dimensionality, and classical test theory (CTT) to address the evaluation inference. For the generalization inference, internal consistency and generalizability of scores across different contexts (e.g., regions, gender, experience) were assessed using Rasch analysis and reliability coefficients. Finally, the explanation inference was examined through expert review, item fit analysis, and exploring how well the LALS differentiated instructors’ abilities across four proficiency levels, utilizing thematic analysis and Rasch analysis.
Table 5.5 summarizes the alignment between the validity inferences and the research questions, as well as the methods for data analysis.
Table 5.5

Summary of data analysis in relation to research questions and validity inferences of the LALS
	Inference
	Research question
	Type of evidence
	Analysis method

	Domain definition
	2.1. To what extent do the criteria in the LALS accurately represent the LAL    construct for V-EFLLs, as validated by expert feedback and content relevance?
	- Literature review of LAL constructs
- Expert judgment (experts evaluate the representativeness and appropriateness of items)
	Thematic analysis of interviews and expert feedback

	Evaluation
	2.2. To what extent do the criteria of the LALS for V-EFLLs demonstrate satisfactory psychometric properties to ensure reliable and valid measurement? 
	- Item analysis using IRT

- Rasch analysis for item fit and dimensionality
	Rasch analysis, CTT, IRT

	Generalisation
	2.3. How generalizable are the LALS scores across different demographic groups and levels of experience among the studied V-EFLLs? 
	- Internal consistency of scores

- Generalizability across different contexts (e.g., regions, genders, experiences)
	Rasch analysis, item reliability and item separation

	Explanation
	2.4. How well do the V-EFLLs’ self-rating on the LALS reflect the underlying construct of LAL, and to what extent do the items effectively differentiate their levels of LAL across varying competency levels? 
	- Expert review 

- Item fit

- Continuum of proficiency
	Thematic analysis, 

Rasch analysis


5.6.1. Qualitative analysis
5.6.1.1. Thematic analysis

The thematic analysis for this study followed Braun and Clarke’s (2012) six-phase thematic approach: 1) familiarizing with the data, 2) generating initial codes, 3) searching for themes, 4) reviewing themes, 5) defining and naming themes, and 6) producing the report. This method was applied to focus groups and two rounds of expert reviews to assess expert and instructor perspectives on the LALS framework’s content relevance, clarity, applicability, and representativeness, supporting the Domain Description Inference in validation.

Initially, I familiarized myself with the data by organizing, transcribing, and translating all recordings. Local experienced V-EFLLs and expert reviewers provided detailed feedback, leading to substantial refinements of the LALS. For translation accuracy, a bilingual Vietnamese Ph.D. candidate verified the English translations. Open coding in MAXQDA captured initial insights into the LALS framework. For example, approximately 300 primary codes were generated from focus group data, refined to 200 by consolidating overlapping themes. These codes were organized into 38 subcategories and recorded in a coding table, which served as a foundation for identifying broader themes. In the next phase, patterns were identified among subcategories, leading to theme development focused on key aspects of LALS applicability and coherence. The themes were refined through a review process to ensure alignment with research questions, with redundant themes removed to maintain focus. The same analysis was done with the two expert review rounds. The final themes capture expert and instructor insights, providing a validated, accurate representation of the LALS framework. Overall, the analysis process established a robust thematic structure aligned with the Domain Description Inference, underscoring the framework’s practical applicability.
5.6.2. Quantitative analysis
5.6.2.1. Rasch analysis
After developing and administering the scales via an online questionnaire, data were exported to SPSS 25, screened for anomalies, and prepared for analysis. This initial step involved ensuring that all responses were complete and valid, removing any duplicate or inconsistent entries, and checking for outliers that might distort the analysis. Data were then converted into a text file format compatible with CONQUEST 4.0. This conversion process involved creating a corresponding label file (label2x) to define the structure of the dataset, including item names, response categories, and metadata necessary for Rasch analysis.

Item response modeling (IRM) was conducted using CONQUEST 4.0 (Adams et al., 2015) to empirically calibrate each scale. This calibration process ensured that items and person abilities were positioned on a common measurement scale, utilizing Item Response Theory (IRT) probabilistic models. Each item was aligned with its scoring categories, ensuring accurate representation of increasing proficiency levels. This iterative process involved running the IRT program, checking model fit, revising the data or model specifications as needed, and re-running the analysis until the desired calibration was achieved for all scales.

The LALS consisted of 42 items, each with three to four categories representing different levels of performance. To calibrate this behaviorally anchored rating scale, the Partial Credit Model (PCM) was employed. PCM, as described by Masters (1982), is derived from Rasch’s (1960) dichotomous model and is applied to items with more than two adjacent response categories, where these categories are ordered to reflect increasing proficiency. The PCM assumes that individuals with higher abilities are more likely to be placed in higher score categories for an item (Wu & Adams, 2007). The item step difficulties, or delta (δ1, δ2,…) parameters, generated from the PCM analysis, represent the boundaries between adjacent score categories. These parameters can be conceptualized as points along an ability continuum where individuals have an equal likelihood of being classified into two adjacent categories. Due to the polytomous nature of the items, the probability of being in a specific category is not fixed at 0.5, as individuals may fall into categories other than just the two adjacent ones. In cases where the delta parameters are disordered, Thurstonian thresholds (ɣ) are reported as indicators of item category difficulties (Wu et al., 2016). A Thurstonian threshold represents the point where the probability of obtaining a particular score category or higher equals 0.50. These thresholds divide the ability continuum into ‘score regions’ that reflect cumulative achievement across item categories (Wu et al., 2016).
The PCM is distinct in that it does not require individuals to succeed in lower-level tasks before advancing to higher-level tasks (Wu & Adams, 2007). Therefore, this study reports the Thurstonian thresholds (ɣ) as key indicators of item difficulty in the LALS. Item response modeling facilitates the identification of different levels of person ability along a continuum, which is often visualized using item-person maps or Wright maps (Wilson, 2011). The distribution of items on the variable maps produced by CONQUEST 4.0 provides insights into how well the items are spread out to distinguish between different levels of ability. Wright maps, which include partial-credit steps of increasing difficulty (Masters, 1982), highlight thresholds that represent new ability levels. These maps focus on the ordering of item threshold difficulties, rather than the items themselves.
To evaluate whether the instrument effectively measures the range of person abilities, it is essential to assess whether the range of item difficulty covers the full spectrum of abilities on the logit scale. This involves determining whether the items are evenly distributed or tend to cluster along the continuum of the latent trait. The clustering of items along the difficulty continuum is crucial for defining the constructs being measured (Wright & Masters, 1982; Wright & Stone, 2022). Items with similar cognitive or attitudinal demands should cluster together, representing distinct proficiency levels within the continuum. This clustering is particularly valuable for educational purposes, as it helps identify specific skills that individuals are just beginning to acquire - skills where the likelihood of achievement is around 50%.
Once the continua formed by the items measuring the three latent variables were established, a content analysis of the item clusters was conducted. This analysis provided summary statements that describe the skills and characteristics associated with each cluster. These summary statements outline a progression for the population (Wu et al., 2016), enabling holistic interpretations of teachers’ varying levels of competence, their engagement in professional learning, and their attitudes toward the training and development opportunities provided by their institutions.
The following section will examine how empirical statistics derived from Rasch modeling and Classical Test Theory (CTT) were utilized to assess the fit of the items within the LALS and to evaluate the scale’s ability to effectively differentiate between varying levels of EFL lecturers’ language assessment competence. This analysis will include the evaluation of item discrimination and reliability estimates, ensuring that the scale is appropriately calibrated for criterion-referenced interpretations of teacher competence. Subsequently, the relationships between the item fit statistics, discrimination indices, and reliability measures will be explored to further validate the LALS as a reliable assessment tool.
5.6.2.2. Fit of the model
Ensuring that the items in the LALS accurately measure the intended construct and differentiate effectively between levels of EFL lecturers’ competence is essential to the validity of the scale. To assess this, both Rasch Partial Credit Model (PCM) and Classical Test Theory (CTT) approaches were applied, with a focus on fit statistics generated by CONQUEST 4.0 software. 
- Fit statistics 
The fit of individual items within the LALS was evaluated to determine how well each item aligns with the broader construct of LAL. Mean-square fit statistics and t-statistics were used to analyze this alignment. Mean-square fit statistics measure the standardized residuals between observed and expected responses, functioning as chi-square-like variates to indicate fit quality (Bond et al, 2020; Linacre, 2023).

The two types of mean-square fit statistics, INFIT and OUTFIT, offer distinct perspectives on fit. Ideal INFIT and OUTFIT values approximate 1.0, indicating a well-fitting item. The accepted range for these values is generally between 0.77 and 1.3 (Bond et al, 2020; Wright & Stone, 2022). In certain exploratory contexts, broader tolerances between 0.5 and 1.5 may be considered suitable (Boone et al., 2014). Items with overfit (values below 0.77) may be overly predictable, suggesting potential redundancy. Underfit (values above 1.3), however, indicates that an item does not align well with the construct, possibly distorting the measurement’s overall quality (Andrich & Marais, 2019).

T-statistics supplement the mean-square statistics by transforming them into normal deviates, reducing sensitivity to sample size. The generally accepted range for t-statistics is between -2 and +2, allowing for consistent interpretation across samples (de Ayala, 2022; Wu & Adams, 2007). This dual approach, using both mean-square and t-statistics, provides a nuanced understanding of item fit, enabling a more reliable interpretation of model performance across varying sample sizes.
- Confidence intervals 
Applying 95% confidence intervals (CIs) to mean-square fit statistics adds precision to the item fit evaluation process. An item’s mean-square statistic falling outside the CI suggests potential misfit, indicating that the item may need to be re-evaluated. Linacre (2023) recommends having at least 10 observations per response category to support reliable threshold estimates and accurate confidence intervals, reducing the risk that observed misfit is due to data limitations. The accepted range for mean-square fit statistics typically remains between 0.77 and 1.3, with a broader range (0.5 to 1.5) used in exploratory studies when appropriate (Adams & Khoo, 1996; Bond et al, 2020). A 95% CI helps ensure that any deviations in item fit are statistically meaningful rather than due to random error. Items with mean-square values outside this CI should be reviewed for potential adjustments to enhance the scale’s validity and reliability.

- Category characteristics

In the context of the PCM, analyzing category characteristics is crucial to understanding how well each response category functions in capturing incremental steps along the LAL continuum. This includes examining the weighted mean-square fit statistics for each category as well as the difficulty ordering of the categories within each item. Consistent ordering of category difficulties indicates that response categories progress logically, aligning with the intended levels of LAL (Bond et al, 2020). Disordered categories, in contrast, may suggest that certain response options do not reflect a clear progression, indicating potential misalignment with the construct.

5.6.2.3. Item discrimination
In the context of developing a LAL scale for V-EFLLs, item discrimination is critical to ensure that the items meaningfully differentiate among teachers with varying levels of LAL. Effective item discrimination enhances the scale’s precision by enabling it to capture distinct ability levels, which is particularly valuable in understanding the range of language assessment competencies among Vietnamese EFL teachers. Several indicators were used to evaluate item discrimination in this study.

- Item characteristic curves

Item characteristic curves (ICCs) visually display item discrimination across different ability levels, showing the relationship between an item’s difficulty and the probability of various responses. Items with mean-square fit values close to 1 produce smooth, S-shaped ICCs, indicating effective discrimination across levels of ability (Wilson, 2021). When mean-square fit values exceed 1.3, ICCs become flatter, which implies that these items may not effectively differentiate between ability levels. On the other hand, items with mean-square values below 1 generate steeper ICCs, indicating sharp but limited discrimination (Bond, 2020; Wright & Stone, 2022). Such steep ICCs may restrict an item’s relevance across a wide range of abilities, as they create narrow transition zones between success and failure.

- Item separation index

The item separation index provides an indication of the spread of item difficulties across the range of LAL levels within the sample. A high separation index in this study demonstrated that items were effectively distributed across different ability levels, allowing the scale to capture a wide range of competencies among V-EFLLs. This dispersion enhances the LAL scale’s ability to differentiate between teachers with basic versus advanced LAL (Linacre, 2023).

- Point-biserial correlations

Point-biserial correlations (or item-total correlations) were used to examine each item’s contribution to the overall scale. High point-biserial correlations indicate that an item aligns well with the LAL construct and effectively distinguishes among lecturers of varying literacy levels. Items with low or negative point-biserial values were reviewed for potential revisions, as these items may not contribute sufficiently to the scale’s ability to differentiate among lecturers’ competencies (Boone et al., 2014).

- Thresholds 

For items with multiple scoring levels, thresholds provided insight into how well each scoring category discriminates across the ability spectrum. Threshold analysis revealed whether the probability of selecting a higher response category increased with ability, confirming that scoring steps align with growing levels of LAL. Well-ordered thresholds support the scale’s ability to capture progressive competencies among V-EFLLs, while disordered thresholds were flagged as potentially misaligned with the construct and reviewed for revision (Andrich & Marais, 2019).

5.6.2.4. Reliability and continua of competence interpretation
In the development and validation of the LALS for V-EFLLs, it is essential to ensure both the reliability of the scale and the interpretability of the competence continuum it provides. Reliable measures and a clearly defined continuum of competence levels are crucial for accurately capturing the progression of LAL, supporting its applicability in educational research and practice.

- Reliability analysis

To confirm the reliability of the LAL scale, both internal consistency and Rasch-based reliability indices were evaluated. Internal consistency was assessed using Cronbach’s alpha to determine the coherence of items within each level of competence. A high Cronbach’s alpha (typically above 0.70) supports the idea that items in the scale measure a single construct or closely related facets of LAL (de Vet et al., 2011). Additionally, person and item reliability indices from Rasch modeling were calculated to further strengthen the scale’s reliability. Person reliability indicates how consistently respondents display their competence level across the items, while item reliability demonstrates the consistency with which items measure different levels of ability (Linacre, 2023). These indices are complemented by the person and item separation indices, which indicate the scale's capacity to distinguish among multiple levels of ability. Higher separation values suggest that the scale is effective in categorizing teachers into distinct competence levels, thereby supporting the scale's intended continuum (Boone et al., 2014).

- Measurement continuum of competence

The continuum of competence provided by the LAL scale is informed by item difficulty estimates and the arrangement of items from lower to higher difficulty. By plotting item difficulty along a continuum, the scale represents varying degrees of LAL, from basic to advanced levels. A Wright map (or person-item map) was used to visually display the alignment of item difficulty with respondent ability, allowing for a clear interpretation of the progression in competence (Bond et al, 2020). This visualization helps to confirm that the scale items reflect a logical continuum and that EFL lecturers’ competencies align appropriately along this continuum.

Defining thresholds or cut-off points for different competence levels adds further clarity to the continuum. These thresholds delineate boundaries for levels such as “basic,” “intermediate,” and “advanced” LAL, providing a structured interpretive framework. Ordered thresholds, particularly in polytomous items, ensure that higher levels of competence correspond to more advanced knowledge and skills, supporting the validity of the continuum (Andrich & Marais, 2019). Disordered thresholds, however, can indicate potential misalignment within items and may necessitate revisions to ensure meaningful differentiation across ability levels.

- Consistency of item functioning across continua

The robustness of the LAL continuum was further examined through Differential Item Functioning (DIF) to ensure that items performed consistently across various subgroups, such as experience levels and geographic regions. This analysis confirms that the continuum applies universally to all respondents within the sample of V-EFLLs, enhancing the scale’s validity across demographic and contextual variations (Wu & Adams, 2007). Additionally, consistent item fit across competence levels further supports the continuum’s reliability, ensuring that items contribute effectively to the LAL construct at each level.
+ Item differentiation: A CTT discrimination index above 0.2 and high point-biserial correlations indicate effective differentiation and alignment with the construct (Linacre, 2023; Wu & Adams, 2007).

+ Mean-square fit statistics: INFIT and OUTFIT values should fall within the range of 0.77 to 1.3 (or 0.5 to 1.5 in exploratory contexts) to confirm fit quality (Adams & Khoo, 1996; Bond et al, 2020).

+ T-statistics: Values within -2 to +2 minimize sample size effects and enhance consistency (de Ayala, 2022).

+ Reliability and consistency: High item and person separation indices, combined with 95% confidence intervals for mean-square fit, ensure consistent item performance and reliable differentiation across ability levels (Linacre, 2023).

+ Response patterns and progression: ICCs should align closely with theoretical expectations, and ordered thresholds should reflect logical response progression.

+ Wright map (Person-item map): This visual map supports comprehensive coverage by displaying person ability on the same continuum, helping identify gaps in competence levels.

These indicators together confirm that items within the scale are functioning as intended, ensuring reliable and valid measurement of the underlying construct.
5.7. Chapter summary
This chapter outlines the comprehensive methodology used to develop and validate the LALS. Following an exploratory sequential mixed methods design and grounded in developmental assessment theories, the LALS is carefully constructed and validated using both qualitative and quantitative evidence. The argument-based validation framework provides the structure for a robust validation process, ensuring that the LALS accurately captures the competencies essential for LAL among V-EFLLs. This chapter’s detailed approach to participant selection, instrument design, and analysis procedures lays a strong foundation for the psychometric validation and discussion of results in the following chapter.
CHAPTER 6: THE RESULTS OF VIETNAMESE EFL LECTURERS’ LANGUAGE ASSESSMENT LITERACY SCALE VALIDATION - DOMAIN DEFINITION INFERENCE
This chapter explores the validation process of the domain definition inference of the LALS developed for V-EFLLs. Validation of the domain definition was grounded primarily in task documentation and rating scale development, complemented by expert judgment and domain analysis. The domain description inference forms a foundational component of the interpretive argument, targeting the development of LAL domain specific to university EFL lecturers. This inference assumes that the LALS accurately captures the skills and knowledge required for effective language assessment in a Vietnamese university context, resting on two primary assumptions: first, that essential knowledge and skills for EFL lecturers can be systematically derived from existing LAL literature, and second, that scale items can effectively serve as indicators of each LAL dimension. Validation involved gathering expert input on item relevance, comprehensibility, and contextual applicability. Section 6.1 outlines initial validity evidence from scale development, including draft generation, competency definitions, and quality criteria. Section 6.2 provides validation from expert paneling, summarizing feedback on item clarity, relevance, and structure. Section 6.3 synthesizes these findings to confirm the domain description inference, building a comprehensive validation of the LALS for Vietnamese university EFL classrooms.
6.1. Validity evidence 1: Scale development
The development of the LALS for EFL university lecturers proceeds in four systematic steps, ensuring the scale is both relevant and applicable to the specific teaching context, accurately reflecting the practical realities and needs of EFL lecturers in their assessment practices.
6.1.1. Generating a draft 
As described in the previous section, the literature review (chapters 3 and 4) and contextual features (chapter 4) serve as the basis for identifying distinct domains of knowledge and skills in LAL for EFL lecturers. These domains encompass the objectives, content, and assessment requirements of language assessment, aligning with theoretical models of competence-based language assessment and research findings.
Firstly, the stage of “Preparing for Assessment” includes the following domains: understanding fundamental concepts in competence-based language assessment and frameworks in Vietnam, defining assessment targets, planning appropriate assessment methods, constructing assessment tasks, devising assessment tasks, and planning the logistics of language assessment. These domains ensure that lecturers are equipped with the foundational knowledge and practical skills necessary to design and prepare effective language assessments.
The second stage, “Conducting Assessment,” involves administering assessment tasks, developing relevant scoring guidelines, conducting reliable and valid grading processes, collecting evidence of student learning from various assessment methods, providing feedback on assessment tasks, and reporting assessment results. This domain focuses on the execution of assessments, ensuring that they are carried out systematically and that the data collected is used effectively to enhance student learning.
The third stage, “Revising Assessment,” focuses on evaluating the quality of assessment tasks to make improvements for future assessments. This includes reviewing and refining assessment tasks based on feedback and performance data to ensure their continued relevance and effectiveness.
These domains are supported by theoretical claims found in the literature, particularly the Dreyfus and Dreyfus model of skill acquisition (Dreyfus & Dreyfus, 1986). According to this model, skill acquisition progresses through five stages: novice, advanced beginner, competent, proficient, and expert. In the context of LAL, teachers develop their skills in these domains by moving through these stages. At the basic stage, lecturers acquire basic factual knowledge about language assessments. As advanced beginners, they start to understand and apply conceptual knowledge, such as assessment frameworks. When they reach the competent stage, they can effectively plan and execute procedural tasks involved in creating and administering assessments. At the proficient stage, lecturers can reflect on and improve their assessment practices, demonstrating metacognitive skills. Finally, as experts, they can innovate and adapt their assessment strategies to various contexts, ensuring high-quality, effective assessments. The domains also align with models of competence-based assessment. Preparing for Assessment represents planning and logistical competence, Conducting Assessment includes practical execution and analytical competence, and Revising Assessment reflects strategic competence. These connections support the comprehensive nature of the LALS in addressing the multifaceted requirements of LAL for EFL lecturers. In summary, the drafting of the LALS framework incorporated a thorough review of relevant literature and contextual features to ensure a robust, multidimensional construct. The initial draft was then reviewed by experts and revised through an iterative process to ensure its applicability and effectiveness in the Vietnamese EFL context.
6.1.2. Developing competencies and performance indicators 
Each domain in LAL for EFL lecturers is revealed through several key competencies (Griffin et al, 2007). Teachers must demonstrate proficiency in the three primary sub processes involved in effective language assessment: preparing, conducting, and revising assessments, as shown in Table 6.1 below. 
When distinct capabilities were defined, 65 observable performance indicators were selected to represent them according to the reviewed literature and the local contexts. These indicators are designed to capture the essential competencies and skills required for effective language assessment, ensuring a comprehensive and practical approach to LAL for EFL teachers. The competencies LAL for EFL lecturers are categorized into several key areas. These competencies encompass the critical processes involved in effective language assessment, from preparation and planning to execution and revision. Each competency is paired with performance indicators that ensure teachers are equipped with the necessary skills to assess language learning effectively.
In the stage of Preparing for Assessment, lecturers need to understand key concepts in competence-based language assessment and language assessment frameworks in Vietnam. This includes competencies such as describing the differences among assessment, tests, measurements, and evaluations, as highlighted by Davies (2008), Inbar-Lourie (2008), Fulcher (2012), and Taylor (2013). Teachers must also recall core theories and principles of language assessment, including reliability, validity, practicality, and authenticity, emphasized by AFT et al. (1990), Davies (2008), Fulcher (2012), and Kremmel & Harding (2020). Additionally, identifying the components of widely used frameworks like CEFR and KNLNNVN is essential, as discussed by Inbar-Lourie (2008), Taylor (2013), and Giraldo (2018).
Furthermore, teachers need to differentiate the purposes of language assessment (diagnostic, formative, summative), describe the key stages in the assessment process, and demonstrate knowledge of principles and ethics such as reliability, validity, fairness, and objectivity. These competencies are foundational and are consistently recognized by LAL scholars like Davies (2008) and Taylor (2013).
When it comes to defining competence-based language assessment targets, teachers should justify the importance of learning targets in instructional practices, including their main components and desirable qualities like being learner-centered, performance-centered, and content-centered. This aspect is well-covered by Giraldo (2018) and others. Teachers must set learning targets aligned with the university’s curriculum and syllabus, consider students’ prior knowledge and experiences, refer to proficiency frameworks, and align with the local school’s guiding principles. As DeVellis (2016) notes, “clear and measurable targets are crucial for effective assessment practices,” a point emphasized by Davies (2008) and Inbar-Lourie (2008).
Teachers also need to develop targets in line with accepted learning principles and practical constraints, incorporating modern competencies like critical thinking, research skills, and lifelong self-learning. This holistic approach is noted by Taylor (2013) and Kremmel & Harding (2020). Communicating these targets with students to ensure agreement is a critical step, supported by Giraldo (2018) and Fulcher (2012). In terms of planning assessment methods, teachers must evaluate the pros and cons of different methods, considering their alignment with school documents and the syllabus. Teachers should select appropriate assessment instruments based on the proficiency level of the target population, professional outcomes, and available resources. As Brown (2004) explains, “selecting appropriate assessment methods is fundamental to ensuring that the assessment is fair and valid,” a principle thoroughly discussed by Fulcher (2012) and others.
In the stage of Conducting Assessment, administering competence-based language assessment tasks involves several key competencies. Teachers must provide clear instructions to students, including details about each section of the assessment, time limits, and specific guidelines, as emphasized by Brown (2004). They should also establish a secure assessment environment, ensuring fairness and integrity in the process, as noted by Weir (2005). Additionally, teachers need to be proficient in using any available technical devices (e.g., radios, voice recorders) to enhance the delivery of assessments, a competency supported by McNamara (2000) and Douglas (2000).
When it comes to scoring language assessments, teachers need to understand the principles of scoring a competence-based task, including the advantages and disadvantages of different score interpretation approaches, such as criterion-referenced and norm-referenced assessments, as discussed by Brown (2004). They should develop specific marking rubrics aligned with syllabus objectives, as suggested by Brookhart (2013) and Hughes (2003). Teachers must also adhere to these rubrics to ensure fairness and avoid bias when providing feedback on tasks, such as speaking and writing assessments, a point supported by Hattie & Timperley (2007). For interpreting and communicating assessment results, teachers should provide score interpretations based on established marking rubrics and plan defensible communication of grades, ensuring transparency in how grades are communicated to students, as noted by Hattie & Timperley (2007). Collaboration with colleagues is essential to maintain the reliability of assessment results, as recommended by Weir (2005).
In terms of using assessment results for educational decisions, teachers must conduct necessary educational assessments to gather comprehensive evidence of student learning. This includes using multiple data sources such as classroom discussions and assignments, a practice highlighted by Stiggins (2010). Teachers should then analyze this data to gain insights into students' strengths, weaknesses, and learning patterns, as discussed by Black & Wiliam (1998).
Providing feedback on competence-based tasks is another critical aspect. Teachers should identify the different types of feedback, their strengths, and weaknesses, and apply pedagogical principles to ensure the feedback is personal, specific, and comprehensive, as discussed by Black & Wiliam (1998) and Brookhart (2013). Effective feedback should be specific, constructive, and actionable, focusing on student performance, as outlined by Hattie & Timperley (2007). Teachers should also reflect on the effectiveness of the feedback provided and encourage students to engage in self-reflection, which promotes deeper learning, as recommended by Black & Wiliam (1998) and Brookhart (2013). Finally, communicating assessment results to stakeholders, including students and administrative divisions, is crucial for transparency. Teachers must also use assessment results to make educational decisions such as pass/fail judgments or curriculum adjustments, as per the guidelines outlined in Document 14/2007/QĐ-BGDĐT.
In the stage of Revising Assessment, evaluating the qualities of competence-based language assessment tasks involves several key practices. Teachers must first understand the qualities of good language assessment, such as reliability, validity, authenticity, backwash, and practicality, as discussed by Weir (2005), Taylor (2013), and Kremmel & Harding (2020). These qualities are fundamental to ensuring the effectiveness of any assessment task.
Reflecting on the effectiveness of the assessment process and adjusting strategies accordingly is another important competency. This reflective practice helps teachers identify areas for improvement and enhance the overall quality of their assessments, as noted by Brookhart (2017). To further refine the assessment tasks, teachers should implement practical methods to improve reliability, ensuring consistent and accurate measurements of student performance. They should also focus on ways to enhance the validity of the task, ensuring that the assessment measures what it is intended to measure, as emphasized by Weir (2005). Additionally, ensuring authenticity in the tasks helps to align assessments more closely with real-world language use, a point highlighted by Fulcher (2010).
Finally, teachers must work towards achieving beneficial backwash, the positive effects of assessment on teaching and learning, while avoiding harmful backwash. This concept, discussed by Hughes (2003), is crucial for creating assessments that promote long-term student learning and performance improvement. These ongoing evaluation and refinement practices ensure that the assessment tasks remain relevant and effective over time.
Table 6.1
Draft competencies and performance indicators for EFL Vietnamese lecturers’ LAL
	Stages
	Bachman & Palmer (1996)
	Fulcher (2012)
	Inbar-Lourie (2008)
	Davies (2008)
	Taylor (2013)
	Kremmel & Harding (2020)
	MOET’s Circular 01/2014/TT-BGDĐT & NFLP 2020
	Other authors

	1. Preparing for Assessment

	1.1. Understanding fundamental concepts

	1.1.1. Describe the differences among assessment, tests, measurements, and evaluations
	X
	X
	X
	
	
	
	
	Fulcher & Davidson (2007); Brown & Abeywickrama (2010)

	1.1.2. Recall fundamental ideas and theories related to language assessment (e.g., reliability, validity)
	X
	X
	X
	X
	X
	X
	
	Giraldo (2018)

	1.1.3. Identify components of widely used language proficiency frameworks (e.g., CEFR, KNLNNVN)
	X
	X
	
	X
	
	X
	X
	Giraldo (2018)

	1.1.4. Differentiate language assessment purposes (e.g., diagnostic, formative, summative)
	X
	X
	X
	X
	X
	
	
	Scarino (2013)

	1.1.5. Describe key stages in the language assessment process
	X
	X
	X
	
	
	
	
	Bachman (1990)

	1.1.6. Demonstrate knowledge of testing principles and ethics (e.g., fairness, objectivity)
	X
	X
	X
	
	
	X
	
	

	1.2. Defining competence-based language assessment targets

	1.2.1. Justify the importance of learning targets in instructional practices and assessment
	
	X
	X
	X
	
	
	
	Scarino (2013); Xu & Brown (2016)

	1.2.2. Include main components in a language assessment target
	X
	
	
	
	
	
	X
	AFT et al (1990)

	1.2.3. Name the desirable qualities of learning targets
	X
	
	
	
	
	X
	
	

	1.2.4. Set language learning targets according to the university’s curriculum and syllabus requirements
	X
	
	
	
	
	
	X
	Circular 17/2021/TT-BGDĐT

	1.2.5. Consider students’ prior knowledge and experiences in defining assessment targets
	X
	
	
	
	
	
	X
	Brookhart (2018)

	1.2.6. Refer to language proficiency frameworks in designing targets
	X
	
	
	
	
	
	X
	Council of Europe (2001)

	1.2.7.  Refer to the guiding principles of the local school when writing language assessment targets
	X
	
	
	
	
	
	X
	

	1.2.8. Develop assessment targets according to accepted learning principles
	X
	
	
	
	
	
	
	Brookhart (2018)

	1.2.9. Develop targets according to practical constraints (e.g., time, resources)
	X
	
	
	
	
	
	
	

	1.2.10. Incorporate contemporary competencies (e.g., critical thinking) into setting targets
	X
	
	
	
	
	
	X
	Brookhart (2018)

	1.2.11. Communicate assessment targets with students
	X
	
	
	
	
	
	X
	Hattie & Timperley (2007)

	1.3. Planning for Assessment

	1.3.1. Evaluate the benefits and drawbacks of different assessment methods
	X
	X
	
	X
	X
	X
	
	Bøhn & Tsagari (2021)

	1.3.2. Consider consistency with school’s guiding documents when choosing an assessment method
	X
	
	
	
	X
	
	X
	

	1.3.3. Examine alignment with syllabus purposes when choosing an assessment method
	X
	
	
	
	X
	
	X
	Brookhart (2018)

	1.3.4. Mind relevance to the nature of the subject when choosing an instrument
	X
	
	
	
	X
	X
	
	Weir (2005)

	1.3.5. Account for the proficiency level of the target population when choosing a method
	X
	
	
	
	X
	
	X
	Council of Europe (2001)

	1.3.6. Consider professional outcomes when choosing an assessment method
	
	X
	
	
	
	
	
	Douglas (2000)

	1.3.7.  Utilize the school’s accessible facilities when choosing an appropriate assessment practice 
	
	X
	
	
	
	
	
	McNamara (2000)

	1.4. Designing language assessment tasks

	1.4.1. Identify language assessment task specifications’ components, such as purpose, construct, description, scoring, and sample task
	X
	X
	
	
	
	
	X
	

	1.4.2. Generate appropriate materials for designing language assessment tasks
	X
	
	
	
	
	
	
	Weir (2005); Alderson et al. (1995)

	1.4.3. Develop relevant language assessment tasks
	X
	
	
	
	X
	
	
	Hughes (2003)

	1.4.4. Write item distractors for a language assessment task
	
	X
	
	
	
	
	
	Haladyna & Rodriguez (2013)

	1.4.5. Provide answer keys for a language assessment task
	
	X
	
	
	
	
	
	McNamara (2000)

	1.4.6. Decide item difficulty in a language assessment task
	X
	
	
	
	
	
	
	Weir (2005)

	1.4.7. Review the content fit of the language assessment task
	
	X
	
	
	
	
	
	Haladyna & Rodriguez (2013)

	1.5. Piloting and refining language assessment tasks

	1.5.1. Conduct a pilot assessment task with a small group of students
	X
	
	
	
	
	
	
	Alderson et al. (1995); Weir (2005)

	1.5.2. Revise assessment task items based on feedback ensuring clarity, fairness, and validity
	
	X
	
	
	
	
	
	Haladyna & Rodriguez (2013)

	1.5.3. Collaborate with other reviewers in refining assessment tasks
	
	X
	
	
	
	
	
	Hughes (2003)

	1.6. Preparing for language assessment administration

	1.6.1. Plan the assessment, making decisions about assessment methods, assessment instruments, activities, type and amount of evidence required, etc.
	
	X
	
	
	
	
	X
	Brindley (2001)

	1.6.2. Prepare assessment materials, including test booklets, answer sheets, audio recordings, or any other resources required for the assessment
	X
	
	
	
	
	
	X
	Davies et al. (1999)

	1.6.3. Provide students appropriate pre-assessment information, such as conditions, materials they should bring, suggestions of strategies for optimal performance
	X
	
	
	
	
	
	
	Mertler (2003)

	2.1. Administering language assessments

	2.1.1. Provide students with clear instructions, including details about each section of the assessment, time limits, and any specific guidelines they need to follow.
	X
	
	
	
	
	
	
	Brown (2004)

	2.1.2. Establish secure language assessment environment
	X
	
	
	
	X
	
	
	Weir (2005)

	2.1.3. Know how to use technical devices in delivering assessment, if available (e.g., radio, voice recorder, etc.)
	
	X
	
	
	
	
	
	McNamara (2000); Douglas (2000)

	2.2. Scoring language assessments

	2.2.1.  Master the principles of scoring a competence-based language assessment task.
	X
	X
	X
	X
	X
	X
	
	

	2.2.2. Weigh up advantages and disadvantages of each score interpretation approach, such as criterion-referenced assessments or norm-referenced assessments
	X
	
	
	
	X
	X
	
	Brown (2004)

	2.2.3. Develop a specific marking rubric to assess students' language performance in the task
	X
	X
	
	
	
	
	
	Brookhart (2013)

	2.2.4. Ensure scoring aligns with stated objectives in the syllabus
	X
	
	
	
	
	
	
	Hughes (2003)

	2.2.5. Adhere to the established marking rubrics when providing feedback on speaking/writing tasks to avoid bias
	X
	X
	
	
	
	
	
	Hattie & Timperley (2007)

	2.3. Interpreting and communicating assessment results

	2.3.1. Provide interpretation of scores based on the marking rubrics
	X
	
	
	
	
	
	
	

	2.3.2. Plan defensible communication of grades to ensure the way grades will be communicated and explained clearly
	X
	
	
	
	
	
	
	Hattie & Timperley (2007)

	2.3.3. Collaborate with colleagues to establish and maintain reliability of the assessment results
	X
	
	
	
	
	
	
	Weir (2005)

	2.4. Using assessment results for educational decisions

	2.4.1. Fulfill the necessary educational assessments mandated by the school to gather evidence of students' learning.
	X
	
	
	
	
	
	
	Davies et al. (1999); Brookhart (2013)

	2.4.2. Include appropriate data sources, such as classroom discussions, weekly assignments, and other means, to comprehensively capture students' learning
	
	
	
	
	
	
	
	Stiggin (2010)

	2.4.3. Analyze student’s collected data to derive meaningful insights into students' strengths, weaknesses, and overall learning patterns
	
	X
	
	
	
	
	
	Black & Wiliam (1998)

	2.5. Providing feedback

	2.5.1. Identify types of feedback and their strengths and weaknesses
	
	X
	
	
	
	
	
	Black & Wiliam (1998)

	2.5.2. Apply pedagogical principles, i.e. be personal, age-appropriate, specific, and comprehensive in delivering feedback
	X
	
	
	
	
	
	
	Brookhart (2013)

	2.5.3. Apply characteristics of effective teacher feedback, such as being specific, constructive, actionable, and focused on student performance
	X
	
	
	
	
	
	
	Hattie & Timperley (2007)

	2.5.4. Reflect on the effectiveness of given feedback
	
	X
	
	
	
	
	
	Black & Wiliam (1998)

	2.5.5. Encourage university students’ engagement in self-reflection
	
	X
	
	
	
	
	
	Brookhart (2013)

	2.6. Communicating and using assessment results

	2.6.1. Communicate assessment results to stakeholders, including students and head division.
	X
	
	
	
	
	
	X
	Document 14/2007/QĐ-BGDĐT

	2.6.2. Utilize students’ results to make educational decisions such as pass/fail or selection decisions, curriculum development, or recruitments.
	X
	
	
	
	
	
	X
	Document 14/2007/QĐ-BGDĐT

	3.1. Understanding and improving the quality of language assessment tasks

	3.1.1. Analyze the qualities of good language assessment, such as reliability, validity, authenticity, backwash, and practicality.
	X
	X
	
	X
	
	X
	
	Weir (2005)

	3.1.2. Reflect on the effectiveness of the assessment process and adjust strategies accordingly
	X
	X
	
	X
	
	
	
	Brookhart (2017)

	3.1.3. Utilize practical ways to improve the reliability of a language assessment task
	X
	
	
	
	
	
	
	Alderson et al. (1995)

	3.1.4. Utilize practical ways to improve the validity of a language assessment task
	X
	
	
	
	
	
	
	Weir (2005)

	3.1.5. Utilize practical ways to improve the authenticity of a language assessment task
	X
	
	
	
	
	
	
	Fulcher (2010)

	3.1.6. Utilize practical ways to achieve beneficial backwash and avoid harmful backwash of a language assessment task
	X
	
	
	
	
	
	
	Hughes (2003)


6.1.3. Developing quality criteria
The process of writing quality criteria followed rules and techniques for writing quality criteria of Griffin et al. (2004) and employed the Dreyfus and Dreyfus model of skill acquisition (Dreyfus & Dreyfus, 1986) to describe what it means to progress along the continuum of increasing competence.
Below is an example of the quality criteria for item 1.1.1 in the domain 1 (Understanding fundamental concepts in competence-based language assessment and language assessment frameworks in Vietnam). The indicator is assessed at increasing levels, from “basic” to “expert” consistent with the Dreyfus and Dreyfus model of skill acquisition (1986). “Explain” corresponds to the basic level, “apply” to the competent level, and “evaluate” to the expert level. The quality criteria include illustrative behaviors to help users understand each level.
Figure 6.1

Quality criteria of performance indicator 1.1.1
	Domain 1: Understanding fundamental concepts in the field of competence-based language assessment and language assessment frameworks in Vietnam

	1.1.1. Describe the differences among the terms, that is assessment, tests, measurements and evaluations 

	
	1.1.1.1. Explain the distinctions between the terms, highlighting their unique characteristics.
1.1.1.2. Apply knowledge of the differences to categorize examples accurately.
1.1.1.3. Evaluate the effectiveness of using each term appropriately in educational contexts, considering their implications for student learning and instructional design.


Another example of quality criteria is found in the second domain, where descriptors are organized based on the complexity of understanding and applying assessment principles.
Figure 6.2

Quality criteria of performance indicator 1.2.1
	Domain 2: Understanding fundamental concepts in the field of competence-based language assessment and language assessment frameworks in Vietnam

	1.1.2. Recall fundamental ideas and theories related to language assessment, such as reliability, validity, practicality, and authenticity

	
	1.1.2.1. Define and recall those fundamental ideas and theories.
1.1.2.2. Articulate their practical implications for language assessment.
1.1.2.3. Apply those concepts to designing and implementing language assessments.


The researcher used the Dreyfus and Dreyfus model of skill acquisition (1986) to articulate what progression along the continuum of increasing competence looks like. They drew upon behaviors they might observe in teachers’ performance at varying levels of proficiency. Each successive quality criterion was intended to contribute to higher levels of performance, ensuring no overlap between indicators. For example, the indicators “recall theories” “articulate theories,” and “apply theories in teaching” were adapted into one comprehensive item to represent varying levels of the same skill. The intention to represent a broad range of ability levels aligns with the partial credit scoring model (Masters, 1982) for conceptualizing various levels of performance quality. Certain behaviors inherently required more complex skills, making the lowest level inappropriate for all teachers. Another significant aspect is the inclusion of partial credit scoring for the quality criteria. Given the instrument’s assumed multidimensional nature, this approach indicates the necessity of utilizing multidimensional partial credit Rasch models during the subsequent validation stages. Upon completion of the drafting process, the LAL instrument comprised 65 indicators and their 195 corresponding quality criteria (Appendix A).
6.1.4. Focus group findings
An initial extraction of approximately 380 primary codes was distilled from participants’ verbatim statements. Through repeated engagement with the data, including thorough reviews of focus group recordings and notes, these codes were refined to 260 open codes by consolidating overlapping themes and removing redundancies. This iterative analysis facilitated the organization of these open codes into 44 subcategories. The analytical process continued, culminating in the grouping of these subcategories into 9 overarching categories that encompassed key areas, such as Framework revisions, Cultural and contextual relevance, Competency framework structure, and Practicality of performance indicators. Additional categories emphasized Feedback and reflective practices, Social consequences and ethical considerations, Adaptation for blended learning, Usability enhancements, and the importance of Adding indicators for essential language assessment competencies in the Vietnamese EFL context.
Once the coding structure was finalized, the focus group transcripts were iteratively coded and analyzed in MAXQDA, employing an inductive approach informed by grounded theory (Charmaz, 2014; Strauss & Corbin, 1998). The researcher conducted an initial review of all data, identifying recurring patterns and emerging themes. A coding scheme was then developed to capture the major categories, subcategories, and specific topics (see Table 6.2).
The focus group with Vietnamese EFL local experienced teachers led to substantial revisions in the draft LALS. These revisions included the addition, deletion, and reordering of indicators to ensure that the instrument aligned closely with the practical demands of language assessment in Vietnamese universities (detailed in Appendix B). As a result, the instrument became more comprehensive, contextually relevant, and accessible to V-EFLLs.

Table 6.2
Coding themes for focus group findings
	Category
	Subcategory
	Topics
	Codes

	Framework revisions
	Indicator reduction and simplification
	Reducing indicators for simplicity and relevance
	fc-1-a

	
	Reordering of indicators
	Organizing indicators to align with practical assessment stages
	fc-1-b

	
	Language and terminology updates
	Clarifying language for enhanced readability
	fc-1-c

	Cultural and contextual relevance
	Alignment with Vietnamese standards
	Adapting to Vietnamese frameworks (e.g., KNLNNVN, MOET)
	fc-2-a

	
	Local assessment needs
	Addressing specific cultural and educational context needs
	fc-2-b

	Competency framework structure
	Stage 1: Preparing for assessment
	Core competencies: target-setting, framework alignment, ethics
	fc-3-a

	
	Stage 2: Conducting assessment
	Administering tasks, scoring, feedback provision
	fc-3-b

	
	Stage 3: Revising assessment
	Evaluating quality, incorporating feedback, iterative improvements
	fc-3-c

	Practicality of performance indicators
	Real-world applicability
	Ensuring indicators reflect classroom realities
	fc-4-a

	
	Avoiding redundancy
	Removing repetitive indicators to reduce participant fatigue
	fc-4-b

	Feedback and reflective practices
	Collaborative review
	Consulting peers to enhance task consistency and reliability
	fc-5-a

	
	Providing constructive feedback
	Effective feedback that supports learning and growth
	fc-5-b

	Social consequences and ethical considerations
	Impact of assessments
	Considering societal implications of assessment outcomes
	fc-6-a

	
	Ethical assessment practices
	Promoting fairness and social awareness in assessment
	fc-6-b

	Adaptation for blended learning
	Technology in assessment
	Using technology to administer and score assessments
	fc-7-a

	
	Comparing assessment methods
	Evaluating traditional vs. performance-based assessments
	fc-7-b

	Usability enhancements
	Streamlined structure
	Simplifying framework to encourage ease of use
	fc-8-a

	
	User-friendliness
	Ensuring framework accessibility for lecturers of all experience levels
	fc-8-b

	Adding indicators
	Fundamental concepts addition
	Understanding grammatical, sociolinguistic, strategic, and pragmatic components
	fc-9-a

	
	Differentiating assessment purposes
	Diagnostic, formative, summative, and placement assessments
	fc-9-b

	
	Compliance with institutional guidelines
	Adherence to MOET and institutional standards
	fc-9-c


6.1.4.1. Framework revisions
The focus group with experienced V-EFLLs led to substantial revisions in the draft LALS. Teachers emphasized the importance of reducing the indicators from 65 to 44, simplifying the scale while retaining essential components for the Vietnamese higher education context (Code fc-1-a). This reduction minimized redundancy, focused on core aspects of AL, and prevented participant fatigue, making the scale more user-friendly and likely to encourage completion (Code fc-1-b). Additionally, indicators were reorganized to align with practical assessment stages and rephrased to improve readability (Code fc-1-c).
6.1.4.2. Cultural and contextual relevance
The adapted indicators addressed specific cultural and educational needs of V-EFLLs. For instance, understanding Vietnamese language assessment frameworks (e.g., KNLNNVN, MOET) became a core competency, enabling lecturers to ensure assessments meet national regulations and higher education standards (Code fc-2-a). The need to tailor assessments to local context was also highlighted, with teachers noting how integrating cultural nuances made assessments more relevant to students’ real-world language use and practical within Vietnamese society (Code fc-2-b).
6.1.4.3. Competency framework structure
The refined LALS was organized into three main competency stages:
- Stage 1: Preparing for assessment: This stage includes foundational skills like setting language targets and aligning tasks with national standards such as CEFR and KNLNNVN. Teachers highlighted the need to understand different assessment types and adhere to ethical principles of reliability and fairness (Code fc-3-a).
- Stage 2: Conducting assessment: Here, competencies include administering tasks, scoring, and leveraging technology effectively. Teachers emphasized using varied scoring criteria and providing constructive feedback that supports students' learning growth (Code fc-3-b).
- Stage 3: Revising assessment: The final stage involves reviewing and improving assessments based on feedback, ensuring validity, reliability, and social impact (Code fc-3-c).
6.1.4.4. Practicality of performance indicators
The performance indicators were refined to better reflect classroom realities. For example, Indicator 2.1.3 (differentiating assessment purposes) was tailored to include diagnostic, formative, summative, and placement assessments, helping lecturers choose appropriate methods for both teaching and evaluation goals (Code fc-4-a). Redundant indicators were removed to streamline the instrument and enhance efficiency in real-world applications (Code fc-4-b).
6.1.4.5. Feedback and reflective practices
Collaborative practices were highlighted as essential. Indicator 2.4.11 encourages peer consultations to refine assessment tasks, enhancing consistency and reliability across classrooms (Code fc-5-a). The importance of providing actionable feedback was emphasized, with teachers noting that timely and meaningful feedback is vital for student improvement and career readiness (Codes fc-5-b).
6.1.146. Social consequences and ethical considerations
Reflecting on the social impact of assessments was another critical theme. In Vietnam, English proficiency influences academic and career opportunities, so teachers stressed the need to consider how assessments impact students' societal engagement and future prospects (Code fc-6-a). Ethical practices in assessment, such as promoting fairness and social awareness, were deemed essential for maintaining assessment integrity (Code fc-6-b).
6.1.4.7. Adaptation for blended learning
With the prevalence of blended learning environments, lecturers noted the importance of adapting traditional methods to include performance-based assessments (Code fc-7-a). Evaluating and balancing traditional and digital assessment methods was seen as crucial for meeting diverse learning needs (Code fc-7-b).
6.1.4.8. Usability enhancements
Usability of the LALS was a key concern, especially for lecturers with varying levels of experience. Teachers appreciated the streamlined structure, which reduced cognitive load and made the framework easier to navigate (Code fc-8-a). Additionally, they suggested further adjustments to improve the framework’s accessibility and inclusivity across different teaching experience levels (Code fc-8-b).
6.1.4.9. Adding indicators
Focus group feedback led to the addition of new indicators to address identified competency gaps. Teachers highlighted the importance of knowledge in foundational language assessment concepts, such as grammatical and pragmatic components, to enhance instructional quality (Code fc-9-a). Additionally, distinguishing among assessment purposes (e.g., diagnostic, formative, summative) was viewed as a core skill necessary for aligning assessments with specific educational objectives (Code fc-9-b). Teachers also stressed compliance with institutional guidelines as essential to maintain consistency with national educational standards (Code fc-9-c).
In conclusion, the revised LALS ensures clarity, comprehensiveness, and alignment with Vietnamese educational objectives, promoting a structured and ethical approach to language assessment. The streamlined number of indicators and criteria enhances usability, while the emphasis on cultural and practical considerations strengthens the instrument’s relevance and impact. After paneling, the LAL instrument was prepared for trialing in a workshop with subject matter experts, confirming its practicality for assessing LAL among V-EFLLs.
6.2. Validity evidence 2: Expert paneling data
6.2.1. First round of expert review
The purpose of the first round of expert review is to critically evaluate the initial set of items developed for a measurement scale, ensuring their clarity, relevance, and representativeness of the construct being measured. By sending the preliminary items to a panel of experts, researchers gather valuable feedback on the clarity of each item, ensuring that the language and phrasing are easily understood to enhance comprehension and reduce ambiguity. Experts also assess the appropriateness of the items to confirm they accurately reflect the dimensions and sub-dimensions of the construct and comprehensively cover all essential aspects, ensuring no critical elements are overlooked. This initial review is crucial for identifying and addressing potential weaknesses in the item pool, thereby enhancing the overall validity and reliability of the scale before it undergoes further testing and refinement.
Validation related to domain description inference was addressed by examining the results of experts’ interview data about the adequacy of the framework to represent the content domains. According to Testing Standards, qualified experts can judge the representativeness of the chosen test contents, and their judgments of the relationship between parts of the test and the construct also provide evidence based on test content (AERA et al., 2014). Each expert read and provided comments, including oral or written comments on the scale. After that, those comments were transcribed and thematically analyzed in order to generate themes to refine the revised draft scale. I manually reviewed and compared the comments to examine what aspects of the scale were considered problematic and which problematic features were frequently mentioned by the experts.
An extraction of around 298 primary codes was generated from the verbatim responses of six expert interviews. Through an in-depth engagement with the data, including repeated reviews of expert feedback and interview transcripts, the researcher refined this set down to 200 open codes by merging similar ideas and removing redundancies. This iterative process enabled the organization of the open codes into 38 subcategories, which were then analyzed across all data units to develop 7 overarching themes, highlighting both the strengths of and areas for improvement within the LALS. In general, all experts perceived the scale’s criteria as comprehensive, with the layout and language clear, user-friendly, and well-aligned with the intended constructs. Experts’ frequent comments on descriptors were categorized into six validity aspects: (a) comprehensibility of the scale content, (b) relevance and representativeness of the content for measurement, (c) structural aspects, covering internal logic, balance, and clarity within the competency framework, (d) external structure, addressing the correlation of competency levels with other assessment outcomes, (e) applicability, and (f) generalizability.
Each of these aspects was further refined into two-level hierarchical subthemes, detailed in Table 6.3, with illustrative examples drawn from expert comments. This comprehensive coding scheme enabled a structured approach to enhancing the LALS, ensuring that the scale is both theoretically robust and practically applicable within the Vietnamese EFL context.
Table 6.3

Summary of coding schemes of the expert review - round 1
	Main themes
	Sub-themes
	Code number
	Description of the codes

	Comprehensibility
	Criteria clarity
	r1-1-a
	- Most descriptors are largely clear and understandable.

	
	Criteria specificity
	r1-1-b
	- Criteria capture discrete and specific LAL for lecturers.
- Digital and formative assessment techniques should be included.

	
	Criteria judgment
	r1-1-c
	- Some descriptors are difficult to judge. 
- Some criteria need more practical examples relevant to the Vietnamese context.

	Relevance and representativeness
	Competency groups
	r1-2-a
	- Competency groups are well-defined and generally representative.

	
	Criteria cover ability
	r1-2-b
	- Include competencies related to digital literacy and online assessment.
- Stronger focus needed on formative assessment practices and using assessment data.

	Structural aspect
	Logical structure
	r1-3-a
	- Criteria and indicators are logically structured and balanced.

	
	Emphasis balance
	r1-3-b
	- Avoid overemphasizing particular aspects; ensure balanced emphasis.

	
	Clear connections
	r1-3-c
	- Need for clearer connections between some indicators.

	
	Extraneous parts
	r1-3-d
	- Some parts might be extraneous; streamline to focus on relevant competencies.

	
	Redundant criteria
	r1-3-e
	- Some criteria might overlap; reduce redundancy.

	
	Simplification
	r1-3-f
	- Simplify or integrate overlapping criteria to enhance clarity.

	
	Terminology
	r1-3-g
	- Certain terms and descriptors need further clarification.

	
	Presentation
	r1-3-h
	- Use straightforward language or visual aids to enhance understanding.
Explanatory notes or glossaries could aid comprehension for new lecturers.

	External structure
	Alignment with principles
	r1-4-a
	- Aligns with principles of LAL but needs better reflection of competence-based assessments in Vietnamese universities.

	
	Localization
	r1-4-b
	- Requires more localization to reflect the context of Vietnamese educators.

	
	Reference to international standards
	r1-4-c
	- Referencing international competency levels for robustness and comprehensiveness.

	
	Adaptation to existing models
	r1-4-d
	- Draw from existing models used by national universities for clearer and more logical criteria division.

	Applicability
	Scale criteria 
	r1-5-a
	- The scale is well organized and easy to use.
- Micro-skill descriptors should come before

	
	Rating format
	r1-5-b
	- The rating is largely practical and easy to judge.

	Generalizability
	Demographic consideration
	r1-6-a
	- Consider work reality, experience, and qualification levels of lecturers at various institutions.

	
	Competence differentiation
	r1-6-b
	- Different sets of competencies needed for lecturers in specialized language schools vs. vocational training schools.


6.2.1.1. Comprehensibility 
The experts’ evaluation of the LALS highlighted the theme of comprehensibility, classified into three sub-themes: criteria clarity, criteria specificity, and criteria judgment. Experts generally agreed that most descriptors were clear and understandable, with terminology consistently applied throughout the document, which aided in the framework’s ease of use (Code r1-1-a). Reflecting on clarity, Expert 2 remarked, “Most descriptors are clear and understandable. However, a few terms could be simplified to ensure they are accessible to all users, especially those with less experience in language assessment” (Code r1-1-a).
Regarding criteria specificity, experts noted that the descriptors effectively captured discrete and essential elements of LAL for educators. Expert 4 observed, “The criteria are specific and capture the discrete elements of LAL for lecturers. However, incorporating digital assessment techniques would provide a more complete picture,” indicating the need to expand on competencies related to digital and formative assessment methods (Code r1-1-b). This addition would ensure the scale remains relevant to contemporary assessment practices.
The sub-theme of criteria judgment revealed that while the descriptors were generally well-defined, some were challenging to evaluate without context-specific examples. Expert 5 commented, “Some descriptors are difficult to judge without practical examples. Including more examples relevant to the Vietnamese context would make the criteria easier to apply,” emphasizing the value of localized examples for practical application (Code r1-1-c). Similarly, Expert 6 suggested, “Adding more specific examples related to practical applications in the Vietnamese context would enhance their relevance” (Code r1-1-c).
In summary, experts found the framework to be broadly clear and user-friendly but recommended improvements to enhance its comprehensibility. Suggested refinements included simplifying terminology, incorporating specific, context-relevant examples, and adding modern assessment methods such as digital and formative assessments. These modifications would further strengthen the framework’s clarity and applicability for educators within the Vietnamese educational setting.
6.2.1.2. Representativeness
The experts’ evaluation of the LALS framework underscored the theme of relevance and representativeness, focusing on the specificity and representativeness of competency groups in capturing the essential components of AL for university lecturers. Overall, experts agreed that the competency groups were well-defined and broadly representative of the skills and knowledge necessary for university educators. Expert 1 noted, “The competency groups are well-defined and cover the essential aspects of assessment literacy required for university lecturers. They provide a solid foundation that is relevant to our teaching context” (Code r1-2-a).
However, experts also highlighted areas for enhancement, particularly in making the framework more adaptable to lecturers across various disciplines. Expert 3 observed, “The framework captures the critical components of assessment literacy. However, it could be more specific in addressing the unique challenges faced by lecturers in different disciplines. For example, the needs of language lecturers might differ from those in STEM fields” (Code r1-2-b). This feedback suggests a need to tailor competencies further to account for the specialized requirements of different academic fields.
Additionally, experts emphasized the importance of including competencies related to digital literacy, online assessment, and formative assessment practices. These skills are increasingly relevant for educators navigating contemporary assessment landscapes. Expert 5 remarked, “The competency groups are representative. They align well with the skills and knowledge that university lecturers need to develop. However, more emphasis on practical application and examples from the Vietnamese educational context would enhance their relevance” (Code r1-2-b). This recommendation underscores the value of embedding practical, context-specific examples that resonate with Vietnamese educational environments.
In summary, while the competency groups in the LALS were perceived as specific and broadly representative, experts recommended additional refinements. Suggested improvements included incorporating competencies related to digital literacy and formative assessment, adding practical, localized examples, and addressing the varied needs of lecturers across disciplines. These modifications would enhance the framework’s representativeness, ensuring it meets the diverse requirements of university lecturers in Vietnam.
6.2.1.3. Structural aspect
The structural assessment of the LALS by experts focused on the logical flow, internal coherence, and balance across competency groups and indicators. Experts generally found the framework to be well-structured and balanced, contributing to a coherent portrayal of AL. They observed that the criteria and indicators aligned effectively, maintaining consistency across the framework. As Expert 1 noted, “The criteria and indicators within the competency framework are logically structured and balanced, ensuring a coherent representation of assessment literacy” (Code r1-3-a). However, refinements were suggested, such as addressing sections that appeared overemphasized to ensure a more even focus across all aspects of AL (Code r1-3-b).
Some experts also pointed out the need for clearer connections between certain indicators to strengthen internal coherence. Expert 3 stated, “The structure is appropriate, but there should be clearer connections between some indicators to reinforce the framework's internal coherence” (Code r1-3-c). Additionally, parts of the framework were identified as potentially extraneous or less essential for measuring LAL, leading to recommendations for streamlining these sections to focus on the most relevant competencies (Code r1-3-d).
Instances of redundancy were noted within certain criteria, where overlapping indicators could be simplified or integrated to enhance clarity and reduce cognitive load for users. As Expert 2 explained, “Some questions seem to overlap, which might confuse respondents. Streamlining these could improve the framework” (Code r1-3-e). While most questions were considered clear, experts suggested reducing the number of questions in some competency groups to avoid overemphasis and provide a more accurate measurement (Code r1-3-f).
To improve universal understanding, experts recommended additional clarification for complex terms and descriptors, particularly to support new lecturers unfamiliar with specialized assessment terminology. They also suggested that the presentation could benefit from visual aids or explanatory notes, which would enhance accessibility and comprehension across experience levels.
In summary, while the structural aspect of the framework was viewed positively, experts recommended refinements to ensure alignment, balance, and clarity. These suggestions included streamlining extraneous elements, achieving balanced emphasis across sections, simplifying redundant criteria, and enhancing presentation with visual aids to improve comprehensibility.
6.2.1.4. External structure
The external structure of the LALS was evaluated by experts in terms of its alignment with other competency frameworks for lecturers and professional standards in Vietnam. Experts generally agreed that the LALS showed reasonable alignment with these standards but identified areas where adjustments could enhance its applicability and relevance within the Vietnamese educational context. As Expert 2 noted, “The framework is comparable to international standards but requires more localization to reflect the unique context and requirements of Vietnamese educators” (Code r1-4-b). This feedback pointed to a need for adaptations that address specific challenges and expectations within Vietnam’s education system.
Experts also recommended referencing established competency levels from international frameworks to ensure robustness and comprehensive applicability. For instance, Expert 3 suggested referencing levels from Australia’s literacy framework, such as “Beginners,” “Emergent,” and “Expert,” to add a layered, developmental aspect to the LALS, making it more universally applicable (Code r1-4-c). Expert 4 emphasized the importance of aligning the LALS with models used by national universities, such as the Knowledge, Skills, and Glocalized Context model, which would provide a structured and clear division of criteria and enhance alignment with existing standards (Code r1-4-d).
Furthermore, to ensure that the LALS criteria remain practical and observable, experts suggested that each competency be carefully reviewed for measurability. Expert 5 noted, “The framework is largely consistent with other professional standards but requires some adjustments to enhance its applicability and relevance,” advocating for observable and gradable indicators to support consistency in assessment (Code r1-4-a).
In summary, experts found the LALS’s external structure broadly aligned with professional standards, yet recommended several enhancements to improve its applicability within the Vietnamese context. These included incorporating elements from national models, localizing content to better reflect Vietnamese educational needs, referencing international competency levels for comprehensive coverage, and ensuring that competencies are measurable and gradable for practical application. These adjustments would strengthen the framework’s alignment and relevance to both local and international assessment standards.
6.2.1.5. Applicability
The applicability of the LALS was assessed by experts with a focus on the clarity and measurability of performance indicators, as well as the suitability of language used throughout the framework. Experts agreed that the framework is generally applicable for evaluating AL among university lecturers, though they noted specific areas for improvement. Experts 1 and 2 raised concerns about certain verbs used in the framework, such as “consider,” which lacks observable or measurable qualities and, therefore, does not effectively serve as a performance indicator. They noted, “Many indicators in the framework are defined in a competence-based manner but are not gradable and thus not measurable” (Code r1-5-a).
To improve the framework’s clarity and precision, Expert 6 suggested that certain descriptive verbs could be streamlined, avoiding redundancy and focusing on clarity. They pointed out that using higher-level verbs alone may encompass the intended meaning, as seen in Indicator 1.1.1, where evaluation implicitly requires understanding and explanation. Expert 6 questioned, “Why is it necessary to use three different verbs?” recommending a streamlined approach that avoids unnecessary repetition (Code r1-5-a).
Language consistency and clarity were also highlighted as areas for refinement, particularly concerning translation issues. Expert 5 emphasized that certain verbs and terms may not fully convey their intended meaning when translated into Vietnamese, potentially leading to confusion. They suggested carefully selecting terms that retain their clarity across languages, which is essential for accurately measuring competencies within the Vietnamese context (Code r1-5-b).
In summary, while experts generally found the LALS applicable for evaluating AL, they suggested adjustments to enhance its clarity and effectiveness. Key recommendations included ensuring that performance indicators are observable and measurable, avoiding ambiguous or redundant language, and carefully choosing terminology to ensure clarity, particularly in translation. These refinements would strengthen the framework’s applicability and usability in assessing university lecturers’ AL.
6.2.1.6. Generalizability
The generalizability of the LALS was evaluated by experts based on its ability to capture the varied realities, experiences, and qualification levels of lecturers across different educational institutions in Vietnam. Experts agreed that the framework covered essential aspects of AL but suggested several refinements to improve its adaptability across diverse contexts. Experts 5 and 6 emphasized the need to consider the specific requirements of lecturers at various types of institutions, noting that “lecturers at specialized language schools and those at vocational training schools will require different sets of competencies when conducting assessments” (Code r1-6-a).
Expert 3 raised an additional point about the balance between theoretical knowledge and practical experience, as many lecturers, particularly those outside of pedagogical institutions, may lack formal training in language assessment. They suggested that the framework consider focusing on practical, experience-based competencies, which would better serve those who rely on hands-on experience for assessment rather than extensive theoretical knowledge (Code r1-6-b).
Further recommendations included incorporating competencies related to digital assessment tools and online testing, acknowledging the increasing significance of technology in education. Experts also advocated for the inclusion of IT skills as a necessary competency area, enabling lecturers to conduct assessments in both traditional and digital formats, which would enhance the framework's adaptability across different educational settings (Code r1-6-a).
In response to additional suggestions for improvement, several experts recommended merging or removing redundant indicators to streamline the framework and focus on the most essential aspects of LAL. Specific indicators, such as 1.1.1, were revised to shift the focus towards outlining practical steps in the assessment process, aligning more closely with the context of Vietnamese universities. This simplification extended to merging and refining other indicators, such as combining 1.2.2 and 1.2.3 to focus on developing specific, measurable assessment targets (Code r1-6-b).
To further improve task design and applicability, the experts reorganized and expanded indicators related to designing assessment tasks (1.3.1-1.3.7, now renumbered 1.4.1-1.4.10) to emphasize practical aspects, such as clear instructions and alignment with classroom activities. Additionally, a new focus on the authenticity of assessment tasks (Indicator 3.1.5) was introduced, ensuring that tasks reflect real-world relevance and contextual alignment, thereby enhancing the framework’s practical application (Code r1-6-a).
In summary, experts found the LALS to be largely generalizable but suggested modifications to enhance its relevance across various teaching contexts. These included considering the unique demands of different institutions, balancing theoretical and practical knowledge, incorporating digital competencies, and streamlining indicators for clarity and applicability. Such adjustments would ensure the framework’s adaptability and efficacy in assessing LAL across Vietnam’s diverse educational landscape.
Overall, the refined LALS after the first review better reflects the practicalities and requirements of language assessment in the Vietnamese EFL context, ensuring clarity, comprehensiveness, and alignment with educational objectives. The changes aimed to promote a structured and ethical approach to language assessment, integrating expert practical experience with the theory-driven instrument from the drafting stage, enhancing the instrument’s generalizability. Appendix F.2 shows the details of the suggestions to edit the draft.
6.2.2. Second round of expert review
The purpose of the second round of expert review was to finalize the refinement of the measurement scale and ensure its clarity, appropriateness, and representativeness. This phase focused on a comprehensive evaluation of the revised framework, incorporating earlier feedback while ensuring that the scale accurately reflects the intended constructs. The review also aimed to achieve a strong consensus among the experts, resolving any ambiguities or inconsistencies. Importantly, this stage emphasized how the expert suggestions were implemented, providing reasoning behind key decisions. By the conclusion of this round, the scale was expected to be logically coherent, practically usable, and ready for field testing as a reliable and valid tool for measuring the targeted constructs.

6.2.2.1. Clarity and specificity
Experts highlighted significant improvements in clarity and specificity, particularly through the rephrasing of key indicators. For example, “Describe the fundamental steps in the process of conducting assessments” was revised to “Describe the fundamental aspects of language competence.” This modification included detailed descriptions of grammatical, sociolinguistic, strategic, and pragmatic components, enhancing the framework’s practical applicability. Expert 3 remarked, “The shift towards more specific and detailed language greatly improves the usability of the framework, making it easier for lecturers to implement effectively.” This adjustment demonstrates the deliberate effort to operationalize the framework more effectively while addressing feedback from the first review round.

6.2.2.2. Logical flow and usability
The reordering of competencies addressed concerns raised in earlier reviews about the logical sequence of the framework. Introducing “1.1.1. Understanding aspects/components of language competence” at the beginning of the “Understanding fundamental concepts” stage created a more intuitive progression for users. This reorganization improved the internal coherence and usability of the framework. Expert 1 commented, “The reordering of competencies enhances the logical flow of the framework, making it more intuitive for users.” The revisions show careful attention to ensuring the framework is accessible and logically structured for practical implementation.

6.2.2.3. Depth and representativeness
The revised scale added depth by including sub-indicators such as “3.1.1.1. Identify potential threats to validity” and “3.1.1.3. Propose strategies to improve validity.” These additions enhanced the representativeness of the framework by covering a broader range of assessment competencies. However, experts warned against excessive complexity, noting that overly detailed indicators could hinder practical implementation. Expert 2 remarked, “While the additional sub-indicators add depth, there is a risk of making the framework overly complex, which could hinder its practical implementation.” These insights informed a balance between depth and usability.

6.2.2.4. Alignment and terminology
The terminology within the framework was refined to align with international standards, ensuring consistency and clarity. For instance, “VSTEP” was replaced with “KNLNNVN,” and terms like “language competence” and “assessment targets” were standardized throughout the document. These changes improved the framework’s applicability across different contexts while reducing ambiguities. Expert 3 emphasized, “The alignment with international standards and the consistency in terminology are essential for ensuring that the framework is both applicable and understandable across different contexts.” This revision underscores the necessity of clear, standardized language for broader usability.

6.2.2.5. Overall readiness for field testing
Experts agreed that the LALS was ready for field testing, with minimal remaining ambiguities. The addition of examples and the reordering of components improved the framework’s readiness by clarifying expectations for users and reducing potential inconsistencies. Experts suggested that the upcoming field testing phase would provide valuable insights into the framework’s real-world applicability, ensuring it is well-suited for practical use in diverse educational contexts. Minor adjustments for further clarity were recommended, particularly in areas where additional specificity could benefit educators in the field.
6.2.2.6. Additional feedback
Experts suggested additional enhancements to the LALS, recommending the integration of Vietnamese context-specific examples to help educators apply the framework more effectively within their classrooms. They emphasized the importance of peer consultations, proposing guidelines for collaborative practices to ensure consistency in assessment. Furthermore, they highlighted the need to explicitly address the ethical and societal implications of assessment practices, given the critical role of English proficiency in influencing students’ academic and professional trajectories. 

The second round of expert review represents a pivotal step in the development of the LALS. By systematically incorporating expert feedback, the framework has achieved greater clarity, specificity, and alignment with Vietnamese and international standards. This iterative process has resulted in a comprehensive, well-structured, and contextually relevant tool that is now poised for field testing. Explicitly addressing how expert suggestions were integrated into the framework provides transparency and validates the decisions made during the refinement process, ensuring that the LALS is both reliable and practical for its intended use.

6.3. Overall assessment of the domain inference
The first assumption concerns the ability of the scale criteria to accurately represent the skills and abilities required for EFL lecturers in a university classroom context. This warrant was fully supported by the empirical findings. Assumption 1, which states that the knowledge and skills required for EFL lecturers are identifiable from the literature on the LAL domain, was backed by a comprehensive review of relevant documents and empirical research. These resources identified the components of LAL within the Vietnamese EFL context. The backing for this warrant was established through the scale development process, which drew heavily on prior studies to identify essential LAL components. The identification of these components aligned with the literature, ensuring that the scale development was informed by a solid foundation of existing research.
Table 6.4

Summary of warrants, evidence and degree of support for the domain definition inference
	Warrant
	Evidence
	Degree of support

	The scale criteria represent the skills and abilities required for EFL lecturers to have a successful experience in an EFL university classroom context.
	A comprehensive review of relevant documents and empirical studies to identify components of LAL in this context.
	Fully supported

	
	The identification of items from previous studies that represent each component, and the refinement of items to better suit the context in which the scale is administered.
	Fully supported


The second assumption underlying the warrant posits that items can be developed or sampled as indicators of each dimension of LAL. This assumption was validated through one focus group and two rounds of expert reviews. These activities provided further refinement to ensure that the items effectively represented the required components of LAL. Backing for this assumption was also drawn from questionnaire and interview data from experts and stakeholders (subject matter experts, or SMEs), who provided feedback on the content relevance of the items. This iterative process of expert review and focus group discussions allowed for adjustments to the items, ensuring they were tailored to the specific context of V-EFLLs while maintaining alignment with the broader LAL domain.
In summary, the first warrant concerning the representation of EFL lecturers’ required knowledge and skills within the scale was well-supported by empirical research and expert feedback. The second assumption, specifically regarding the development and refinement of scale items, was validated through focused group discussions and multiple rounds of expert review. Together, these backings demonstrate that the assumptions made about the LAL domain are valid, and the scale development process produced a tool that effectively measures the necessary competencies for V-EFLLs. Consequently, the domain description inference is upheld, indicating that the scale is a valid instrument for assessing LAL within this specific context.
6.4. Chapter summary
This chapter presents qualitative evidence for validating the domain description inference within the LALS framework for V-EFLLs. Findings confirm that the LALS reliably represents the competencies necessary for EFL lecturers in a university setting, providing a comprehensive, culturally adapted tool aligned with local educational demands. Expert reviews and focus group discussions validated the scale’s relevance and applicability, with iterative refinements ensuring the accuracy and practicality of the instrument. The strong support for the domain description inference establishes the LALS as a solid foundation for evaluating V-EFLLs’ AL. The subsequent chapter will expand on additional validation evidence, examining the Evaluation and Generalization inferences before synthesizing these findings in Chapter 7.

CHAPTER 7: THE RESULTS OF VIETNAMESE EFL LECTURERS’ LANGUAGE SCALE VALIDATION - EVALUATION AND GENERALIZATION INFERENCES
This chapter presents findings supporting the evaluation and generalization inferences within the validation framework for the LALS. The Evaluation inference assesses whether the scale accurately reflects targeted language assessment skills, based on expert-developed scoring rubrics and item analyses of difficulty and discrimination. The Generalization inference evaluates the scale’s consistency across diverse samples, supported by fit statistics and item reliability measures. Together, these analyses substantiate the LALS’s validity in assessing LAL among V-EFLLs.

7.1. Evaluation inference
7.1.1. Validity evidence 1: Scale development and expert consensus 
The development of the LALS followed a thorough expert consensus process to ensure the scale accurately captured the targeted language assessment abilities essential for V-EFLLs. Below are the supporting details from the data provided, demonstrating the rigorous procedures involved in scale development:
The LALS was initially developed through an extensive review of scholarly literature on LAL, integrating key theoretical models and frameworks. These models formed the foundation of the initial scale, with a focus on identifying the core competencies necessary for language assessment. As detailed in Chapter 5, Section 5.1.1, the items in the scale were constructed by drawing on both theoretical insights and focus groups with SMEs, ensuring the scale was grounded in the relevant constructs of LAL for V-EFLLs.
Expert focus groups reviewed the scale and provided critical feedback on its alignment with the skills and competencies required for V-EFLLs. These experts identified areas for improvement, ensuring the scale covered relevant language assessment abilities. Throughout the iterative process, as documented in the analysis, experts provided feedback on the relevance, clarity, and representativeness of the items. For instance, specific feedback from SMEs helped refine the items to better reflect the competencies outlined in the LAL framework.
The scale underwent multiple iterations of revisions based on expert input. After each round of feedback, the scale was revised to enhance its alignment with both theoretical frameworks and the practical needs of the Vietnamese EFL teaching context. Chapter 6 details two rounds of trials in which the scale was reviewed and refined based on expert feedback. The experts’ comments were integrated into the revisions, leading to improved clarity and appropriateness of the items, particularly in terms of their relevance to language assessment skills.
The consensus-building process among experts was systematically documented, providing transparency throughout the scale development. Experts offered detailed justifications for their suggested changes, and these were used to ensure the scale reflected the competencies required for EFL lecturers in the Vietnamese context. Appendices F.1, F.2, F.3 present a clear representation of the revised items, showing how expert feedback shaped the final scale. The alignment between competency descriptions and proficiency levels was strengthened through this iterative review process, enhancing the accuracy and applicability of the scale.
The final version of the LALS was the product of this rigorous and iterative development process, with expert consensus confirming the scale’s appropriateness for assessing the targeted language assessment abilities. The experts validated the scale’s content, ensuring it reflected the competencies needed by V-EFLLs. The final 42-item behaviorally anchored rating scale, developed after expert reviews, demonstrates the careful revision of items based on expert evaluations. Recommendations from the experts, such as refining descriptors to improve clarity and ensuring the items matched the proficiency levels of V-EFLLs, were integrated into the final version of the scale, ensuring it was a reliable tool for assessing LAL.
7.1.2. Validity evidence 2: Psychometric properties
The LALS, as presented in the previous chapter, was constructed based on the rubrics of the framework for V-EFLLs’ language competence developed through an extensive review of the scholarly literature on LAL, focus groups, and expert reviews (see Chapter 5). This 42-item behaviorally anchored rating scale was developed for the participants to self-assess their competence in language assessment. Based on the descriptive statistics of the scale, 177 valid responses were collected from 213 V-EFLLs who took part in the self-assessment of their test item writing according to the scale. Thirty-six responses were excluded because the respondents were non-major English lecturers and did not meet the participant criteria. Therefore, 177 cases were included in the IRT estimation procedure.
The results of the calibration for the finalized 42-item LALS generated from both Classical and Rasch analyses are presented in Table 7.2. For each item, the summary statistics are displayed as follows. The item Thurstonian thresholds (ɣ) which are reported in Logit value followed by the standard error in relation to each item difficulty estimate (SE) are presented first. The Thurstonian thresholds for each item category in the scale illustrated in Table 7.1 show increasing levels of difficulty. Next, the item-rest correlation is reported, which refers to the relationship between the item score and the scale score after removing the item score from the total test score. Finally, the INFIT mean square (INFIT MNSQ), and t-statistics are presented, showing the extent to which the pattern of item responses fit the Rasch model.
7.1.2.1. Thurstonian thresholds and item difficulty estimates
Table 7.1.
Calibration estimates for the LALS
	Item
	Descriptions
	ɣ1
	SE1
	ɣ2
	SE2
	ɣ3
	Item
-rest
corr
	FIT
	T

	1
	Understand aspects/components of language competence
	-0.74
	0.166
	0.36
	
	
	0.46
	1.03
	0.4

	2
	Understand theories of language assessment
	-0.27
	0.165
	0.82
	
	
	0.43
	1.11
	1.3

	3
	Understand the distinctions and purposes of various types of assessments
	-1.74
	0.161
	-0.72
	0.171
	0.17
	0.36
	1.25
	2.2

	4
	Master core principles of language assessment
	-0.87
	0.154
	0.85
	
	
	0.29
	1.19
	2.2

	5
	Get familiar with language testing frameworks and standards
	-1.09
	0.156
	0.08
	0.193
	0.67
	0.43
	1.23
	2.3

	6
	Get familiar with local guidelines
	-0.80
	0.177
	0.07
	
	
	0.42
	1.08
	0.9

	7
	Define learning targets
	-0.99
	0.160
	0.39
	
	
	0.48
	0.98
	-0.2

	8
	Develop specific assessment targets
	-1.05
	0.154
	0.71
	
	
	0.50
	0.95
	-0.6

	9
	Incorporate contextual insights 
	-1.00
	0.169
	-0.01
	0.159
	2.14
	0.60
	0.89
	-1.1

	10
	Communicate targets to students
	-1.47
	0.155
	0.56
	
	
	0.53
	0.88
	-1.4

	11
	Understand assessment methods
	-1.37
	0.158
	0.31
	
	
	0.47
	0.95
	-0.5

	12
	Align assessment purposes
	-1.25
	0.153
	0.97
	
	
	0.46
	0.97
	-0.3

	13
	Evaluate existing assessment practices
	-1.24
	0.156
	1.77
	
	
	0.60
	0.83
	-1.8

	14
	Adapt existing assessment tools
	-0.63
	0.158
	0.77
	
	
	0.56
	0.90
	-1.2

	15
	Develop new assessment tools
	-0.60
	0.157
	0.82
	
	
	0.62
	0.83
	-2.1

	16
	Determine the task format
	-0.73
	0.161
	0.51
	
	
	0.43
	1.07
	0.8

	17
	Create detailed specifications
	-0.90
	0.153
	0.99
	
	
	0.57
	0.88
	-1.4

	18
	Set the assessment conditions
	-1.11
	0.154
	0.79
	
	
	0.54
	0.91
	-1.0

	19
	Select assessment tasks input
	-1.30
	0.153
	0.77
	
	
	0.49
	0.95
	-0.5

	20
	Design authentic tasks
	-1.10
	0.152
	1.18
	
	
	0.48
	0.96
	-0.4

	21
	Utilize technology
	-1.72
	0.188
	3.16
	
	
	0.37
	0.97
	-0.2

	22
	Articulate instructions
	-1.24
	0.153
	1.13
	
	
	0.40
	1.04
	0.5

	23
	Describe the expected response
	-1.30
	0.153
	0.99
	
	
	0.41
	1.03
	0.4

	24
	Develop scoring instrument for performance-based assessment
	-0.53
	0.154
	1.11
	
	
	0.51
	0.96
	-0.4

	25
	Clarify performance levels
	-0.34
	0.153
	2.04
	
	
	0.43
	1.00
	0.1

	26
	Validate and refine
	-1.89
	0.185
	0.14
	0.159
	1.92
	0.57
	0.93
	-0.7

	27
	Prepare the assessment environment
	-0.64
	0.157
	-0.15
	0.175
	0.62
	0.46
	1.28
	2.8

	28
	Follow assessment guidelines
	-1.49
	0.158
	-0.42
	0.172
	0.42
	0.43
	1.18
	1.7

	29
	Interpret the scoring criteria
	-1.55
	0.159
	0.19
	
	
	0.50
	0.92
	-0.8

	30
	Conduct scoring sessions 
	-0.79
	0.155
	0.84
	
	
	0.41
	1.07
	0.9

	31
	Coordinate with other scorers (if necessary)
	-0.72
	0.152
	1.26
	
	
	0.45
	1.02
	0.2

	32
	Review assessment outcomes to identify students’ strengths and weaknesses
	-0.92
	0.156
	0.67
	
	
	0.48
	0.99
	-0.1

	33
	Propose specific and meaningful feedback
	-1.49
	0.153
	0.81
	
	
	0.52
	0.92
	-0.9

	34
	Provide feedforward
	-1.13
	0.152
	1.16
	
	
	0.43
	1.01
	0.2

	35
	Encourage students’ self and peer assessments
	-1.56
	0.170
	0.46
	0.173
	1.60
	0.54
	0.96
	-0.4

	36
	Communicate the results
	-0.02
	0.184
	0.67
	
	
	0.39
	1.19
	2.2

	37
	Evaluate the construct validity
	-0.68
	0.157
	0.78
	
	
	0.56
	0.90
	-1.2

	38
	Evaluate the reliability
	-0.59
	0.152
	1.45
	
	
	0.54
	0.90
	-1.1

	39
	Evaluate the authenticity
	-0.56
	0.157
	0.87
	
	
	0.44
	1.06
	0.7

	40
	Evaluate the interactiveness
	-0.66
	0.152
	1.33
	
	
	0.51
	0.94
	-0.7

	41
	Evaluate the impact
	-0.39
	0.157
	1.40
	
	
	0.51
	0.98
	-0.2

	42
	Evaluate the practicality
	-0.56
	0.154
	1.15
	
	
	0.48
	0.98
	-0.2


The first aspect investigated was whether the performance indicators/items functioned together in measuring the construct of language assessment. Table 7.1 demonstrates that the item threshold estimates increased as item categories increased. The threshold estimates of the item categories varied from -1.71 to +3.15, with a range of 4.86 logits. The threshold estimates of the item categories are an indication of the cognitive demand of quality criteria. The range of these threshold estimates demonstrate that the levels of teachers’ self-perceived competence in language assessment were suitable to measure. The mean item difficulty was constrained to zero. The standard deviation of the item difficulty level was 0.685 with the relatively small standard errors of estimates for each of the items ranging from 0.062 to 0.512. The difference in item difficulty is revealed in the high item separation reliability (r = 0.945). As described in Chapter Six, this measure of LALS reliability determines how sufficiently well separated items were in terms of their increasing levels of difficulty within the latent construct.
7.1.2.2. Category fit statistics
Categories with INFIT and OUTFIT values close to 1.0 indicate that each category aligns well with the model’s expectations, minimizing misfit and ensuring meaningful contribution to the overall construct. Across the LALS, INFIT values for each category consistently fell within the confidence interval of 0.79 to 1.21, as suggested in previous literature for PCM applications (Bond et al, 2020). This range reinforces that categories consistently represent distinct levels of the construct, suggesting that all response levels are functioning reliably without excessive noise or redundancy in item responses. Such consistency in category fit statistics provides robust evidence that the response categories across items are stable and well-calibrated, reducing potential distortion in measuring language assessment literacy (LAL).  The thresholds for each item display an increasing sequence, confirming that each response category is ordered to capture progressive levels of competence. For example, item Q211 shows threshold values of -0.74 and 0.36, indicating that response categories align well with increasing levels of language assessment literacy.
Category fit statistics reveal that most items had weighted mean-square values close to 1.0, with an acceptable range, such as for item Q212, which has a weighted MNSQ of 1.11. This confirms that response categories function as expected within the framework.

7.1.2.3. Item-rest correlation analysis
In addition to providing item estimates and fit statistics, CONQUEST 4.0 (Adams et al., 2015) reports classical statistics on the item discrimination index, which is a key indicator of the error in responses to items. This discrimination index, reflected in the item-rest correlation, measures the relationship between a person’s score on an item and their total score, excluding that item. This method offers a more robust measure compared to the item-total correlation, as it prevents inflating the relationship due to the inclusion of the item’s score in the total score (Wu et al., 2016). A rule of thumb is that item discrimination indices should be greater than 0.2, with items below this threshold needing reconsideration (Wu & Adams, 2007). Poor discrimination can arise from issues such as confusing wording or an item testing an unintended construct. The item-rest correlation allows for an accurate evaluation of how well each item contributes to measuring the underlying construct.
Table 7.2
Item-rest correlation of the LALS
	N0
	Item
	Item-rest correlation

	1
	Q211
	0.46

	2
	Q212
	0.43

	3
	Q213
	0.36

	4
	Q214
	0.29

	5
	Q215
	0.43

	6
	Q216
	0.42

	7
	Q221
	0.48

	8
	Q222
	0.5

	9
	Q223
	0.6

	10
	Q224
	0.53

	11
	Q231
	0.47

	12
	Q232
	0.46

	13
	Q233
	0.6

	14
	Q234
	0.56

	15
	Q235
	0.62

	16
	Q241
	0.43

	17
	Q242
	0.57

	18
	Q243
	0.54

	19
	Q244
	0.49

	20
	Q245
	0.48

	21
	Q246
	0.37

	22
	Q247
	0.4

	23
	Q248
	0.41

	24
	Q249
	0.51

	25
	Q2410
	0.43

	26
	Q2411
	0.57

	27
	Q251
	0.46

	28
	Q252
	0.43

	29
	Q261
	0.5

	30
	Q262
	0.41

	31
	Q263
	0.45

	32
	Q271
	0.48

	33
	Q272
	0.52

	34
	Q273
	0.43

	35
	Q274
	0.54

	36
	Q281
	0.39

	37
	Q291
	0.56

	38
	Q292
	0.54

	39
	Q293
	0.44

	40
	Q294
	0.51

	41
	Q295
	0.51

	42
	Q296
	0.48


As shown in Table 7.2, the item-rest correlation estimates for the LALS ranged from 0.29 to 0.62. Most items demonstrated good discrimination indices, with values above 0.4, indicating strong relationships between item scores and overall test scores. Items such as Q223 (0.60), Q233 (0.60), and Q235 (0.62) displayed particularly high discrimination indices, showing they effectively differentiate between respondents of varying abilities. However, a few items had lower discrimination indices, though still above the 0.2 threshold. For instance, Q214 (0.29) was on the lower end, suggesting it may not be as effective in distinguishing between test-takers with different abilities. Items like Q213 (0.36) and Q246 (0.37) had moderate correlations, meaning they still contribute to the measurement but may require closer scrutiny to ensure they perform optimally. Despite this, most items in the LALS were well-constructed, with many demonstrating high discrimination, which is crucial for the reliability of the test. Furthermore, the item categories and descriptors reflect increasing cognitive demand, as evidenced by their increasing item thresholds and mean abilities. The item categories’ fit statistics, based on the interaction between items and categories (item*step) in the application of the unidimensional partial credit Rasch model, further supports the reliability of the test. The category mean-square fit statistics were close to 1, with t-statistics near 0, and the INFIT values for all categories fell within the confidence interval of 0.79 to 1.21. This suggests that the categories measured the same construct underlying the performance indicators, confirming the overall consistency of the assessment.
In conclusion, while most items in the LALS showed good discrimination, continuous review and adjustment can further improve the quality of the assessment. The use of item-rest correlation provides a clearer and more accurate measure of item discrimination, offering valuable insights into the effectiveness of each item in measuring the intended constructs. Refinements to specific items or additional training for test writers might enhance the overall quality and consistency of the assessment.
7.1.2.4. Item fit 
The Rasch analysis provided a comprehensive evaluation of item fit statistics for the LALS. The analysis used weighted mean-square (MNSQ) values to assess each item’s conformity to the expectations of the Rasch model. Based on Bond’s latest recommendations, the accepted range for MNSQ values is now 0.6 to 1.4, allowing for broader yet rigorous model fit assessments (Bond, 2020). Most items in this study displayed MNSQ values within this updated range, indicating that these items effectively align with the Rasch model and accurately measure the underlying LAL trait.

The mean INFIT value for all items was 1.02, with a standard deviation of 0.11, supporting a robust alignment with the Rasch model across items. Additionally, all MNSQ values fell within the 0.8 to 1.2 confidence interval, confirming that no items showed significant deviation from the expected value of 1. This consistency affirms the scale’s overall reliability and precision in capturing the intended competencies.

Several items, as shown in Table 7.3, such as Q211 (MNSQ = 1.03) and Q216 (MNSQ = 1.08), displayed MNSQ values close to 1, indicating a strong alignment with the model and that they effectively capture respondent ability differences. Some items, like Q213 (MNSQ = 1.25) and Q215 (MNSQ = 1.23), approached the upper limit of the acceptable range. Although still within the recommended range, these items may introduce more unpredictability and could benefit from further monitoring or potential revision. Notably, no items in the dataset exhibited MNSQ values below 0.77, indicating that none of the items were excessively predictable or overfitting the model. This suggests that the LALS items perform well without unnecessary redundancy.
Table 7.3
Some examples of item fit statistics in Rasch analysis
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3 Qa3 -6.768 ©.673  1.25 ( 0.79, 1.21) 2.2 1.25 ( 0.79, 1.21) 2.2
4 Qua -6.011 ©.e81  1.20 ( 0.79, 1.21) 1.8 1.19 ( 0.83, 1.17) 2.2
5 Qs -6.129 0.068  1.29 ( 0.79, 1.21) 2.6 1.23 ( 0.82, 1.18) 2.3
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In conclusion, the fit statistics confirm that the 42 items in the LALS demonstrate acceptable fit to the Rasch model, with most items falling comfortably within the recommended MNSQ range. Items nearing the upper bound warrant closer attention, but overall, the scale effectively measures the intended construct with minimal misfit.
The following item characteristics curves provide a visual aid to the fit and discrimination of items. Observed score curves are represented by dotted lines and the expected score curves are represented by straight lines. Item 9 (Incorporate contextual insights) is among the good items, judging from the fact that the observer score curve is close to the expected score curve (see Figure 7.1). The weighted mean-square fit statistic of this item is 0.89, so the item discriminates against teachers as well as the model predicts.
Figure 7.1

Item characteristics curve of Item 9 (Incorporate contextual insights)
[image: image19.png]Expected

Weighted MNSQ 0.89

2

Expected Score Curve(s)

items (0223)

Dettas):

057035 205

b}
Latent Trait (logits)

o lem3

Legend

— Espectediten 3





Similarly, the observed score curve of item 39 (Evaluate the authenticity) (see Figure 7.2) has nearly the same slope as its expected score curve, which means the item discriminates against teachers as well as the model predicts.
Item 16 (Determine the task format) is more discriminating than expected (see Figure 7.3). The expected curves of this item are steeper than those of the observed score curve.

Figure 7.2

Item characteristics curve of Item 39 (Evaluate the authenticity)
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Figure 7.3.
Item characteristics curve of Item 16 (Determine the task format)
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7.1.2.5. Item discrimination index
The CTT discrimination index is a key statistic in Classical Test Theory (CTT), used to measure how well an individual item on a test differentiates between respondents who perform well on the overall test and those who perform poorly. It reflects the extent to which an item can discriminate between individuals with higher abilities or proficiency levels and those with lower abilities, based on their total test scores. Typically, the discrimination index is calculated using a correlation coefficient, such as the point-biserial correlation or the item-total correlation. A higher discrimination index indicates that the item is more effective at distinguishing between high and low performers. Items with high discrimination indices show that respondents with higher total scores tend to get the item correct, while those with lower total scores tend to get it wrong. According to Linacre (2007) and Wu & Adams (2007), a discrimination index above 0.2 is considered effective for items to contribute meaningfully to the overall test measurement.  Conversely, items with a discrimination index below 0.2 might not be performing well, as they may fail to differentiate effectively between respondents, indicating that such items may need to be revised or removed.
In the datasets, most items exhibited a Point-biserial correlation (Pt Bis) well above the 0.2 threshold, which indicates that they effectively distinguish between respondents with higher and lower total test scores. For instance:
Item 1 shows a Pt Bis of 0.42, which indicates strong discrimination. This means that respondents with higher total scores tend to answer this item correctly, while those with lower scores tend to answer it incorrectly. The high Pt Bis value reflects that this item contributes significantly to the test’s ability to differentiate between respondents’ ability levels.
Table 7.4.
Details of item 1’s analysis
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Table 7.5.
Details of item 3’s analysis
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Item 3 has a Pt Bis of 0.33, indicating that this item also performs well in discriminating between high and low scorers. Although the value is lower than Q211, it is still above the threshold of 0.2, meaning it effectively contributes to the test’s reliability.
However, some items have discrimination indices closer to the minimum acceptable value of 0.2, such as: Item 5, with a Pt Bis of 0.39, which is still acceptable but lower than other items. This suggests that Item 5 has a slightly weaker ability to differentiate between high and low performers compared to stronger items like Item 1. The overall discrimination indices in the dataset suggest that most items are functioning well within the guidelines set by Linacre (2007) and Wu & Adams (2007). Items like Q211 and Q213 demonstrate good discrimination, whereas items like Q215, while still performing acceptably, may benefit from further review or refinement to improve their ability to differentiate between respondents with different levels of ability.
In summary, this section discusses the extent to which the research findings support the Evaluation inference. Table 7.6 provides an overview of the warrants, evidence and judgment of the Evaluation inference.
Table 7.6
Summary of warrants, evidence and degree of support for the evaluation inference
	Warrant
	Evidence
	Degree of support

	The scale reflects the targeted language abilities and skills
	The scoring method was carefully developed and explicitly documented in Chapter 6.
The scoring procedure was consistently applied as described in Chapter 6.
	Fully supported

	
	Statistical analysis overall showed
appropriate fit of the LAL items to the Rasch model.
	Fully supported


The first warrant of the Evaluation inference concerning the scoring procedure was fully supported. The backing for this warrant was presented in Chapter 6. For the LALS, the scoring procedure was carefully developed, and consistently applied to ensure it accurately judged evidence of the targeted language assessment abilities. The scoring rubrics were designed to reflect teachers’ ability to assess language accurately, and any ambiguities were resolved through expert reviews and refinements. Feedback from the review process confirmed that the rubrics were appropriate for evaluating the desired competencies. As a result, the scoring procedure was deemed fully supported.
Also shown in the table, the second warrant related to the statistical characteristics of the test items was also fully supported. The backing for this warrant was presented in Sections 6.1.2.1. to 6.1.2.4. The statistical analysis of the scale items showed that they conformed well to the Rasch model. Item analyses, including discrimination metrics, verified that the items were appropriate for assessing the targeted abilities. The analysis confirmed that the items worked cohesively to reflect the constructs of LAL. This combination of quantitative and qualitative evidence provides strong support for the appropriateness of the items in capturing the targeted competencies. In summary, both warrants, related to the scoring procedure and the statistical characteristics of the items, were fully supported, confirming that the LALS effectively reflects the targeted language assessment abilities and skills. As a whole, the Evaluation inference is upheld.
7.2. Validity results of generalization inference 
The generalization inference focuses on ensuring that test-takers’ scores on the LALS are consistent across different regions, genders, and levels of experience. This inference is supported by the high internal consistency and reliability of the LALS across various groups. To substantiate this inference, multiple reliability indices are presented as evidence. First, weighted mean square (MNSQ) fit statistics are calculated across different subgroups (regions, genders, experience levels) to evaluate how well the data fits the Rasch model. These statistics assess whether the items function consistently across diverse groups. Next, item separation reliability and the item separation index are examined. These metrics measure how well the items are spread out in terms of difficulty and how effectively they differentiate between varying levels of respondent ability and the trait being measured. This ensures that the test can reliably distinguish between different levels of LAL.
7.2.1. Validity evidence 1: Weighted mean square (MNSQ) fit statistics across different samples 
7.2.1.1. Test results across different regions 
The fit statistics (MNSQ values) assess how well the items perform across regions. According to Bond’s latest standards, the acceptable range for MNSQ values is now 0.6 to 1.4, broadening the criteria for item fit assessment (Bond, 2020). For the North region, most items exhibit a good fit, with MNSQ values within this acceptable range. For instance, items such as Item 1 (MNSQ = 0.92) and Item 3 (MNSQ = 1.23) indicate a close alignment with the model, suggesting consistent item performance across regional samples.

In the Centre region, similar trends are observed, with most items displaying acceptable fit. Item 5, for example, has an MNSQ value of 1.46, which exceeds the upper threshold, indicating potential misfit​. For the South region, the majority of items also perform well, but there are a few instances of misfit. Item 28 shows an MNSQ of 1.31, suggesting that this item might not fit as well as others in this region.
The discrimination index reflects how well each item differentiates between high and low performers. A discrimination index above 0.2 is considered acceptable. In all three regions, the discrimination indices generally meet the threshold of 0.2. For example, in the North region, several items show strong discrimination, with values well above 0.3. The Centre and South regions show similar trends, with most items having acceptable discrimination​​.
The T statistics across regions help assess whether an item fits within expected limits. The acceptable range for T values is -1.96 to +1.96. For the North, Centre, and South, most items show T statistics within this range, suggesting that the items fit the model as expected. A few exceptions in the Centre region, such as Item 5 with a T value of 3.0, indicate potential issues with item fit​.
The average measure values across regions should increase with increasing scores, reflecting higher abilities for higher scores. Across all three regions, the average measure values follow this pattern. For example, in the North, Item 24 has an expected mean of 0.96, which is consistent with the expected increase in respondent abilities as scores rise​.
The overall fit and discrimination of items across the North, Centre, and South regions generally align with expected values. While most items perform well, a few items in the Centre and South regions show slight misfit based on their MNSQ and T statistics. Items with values outside the acceptable range should be reviewed for potential revision to improve the test's consistency across all regions.
Table 7.7
Details of regions’ analysis
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7.2.1.2. Test results across different genders
The Point-biserial correlation (discrimination index) measures how well each item differentiates between high and low performers. Across both genders, most items show a discrimination index above the accepted threshold of 0.2. For instance, in the male dataset, items like Item 1 and Item 2 show strong discrimination with values well above 0.3, indicating that these items effectively differentiate between high- and low-performing individuals​. Similar trends are observed in the female dataset, where discrimination indices are above the 0.2 threshold for most items.
The weighted MNSQ values for both genders generally fall within the acceptable range of 0.77 to 1.3. For example, in the male dataset, Item 1 has an MNSQ of 1.00, which is close to the ideal fit, and Item 5 has a value of 1.25, nearing the upper limit but still within the acceptable range​.
In the female dataset, Item 7 has a Weighted MNSQ of 0.91, which is within the lower bound, while Item 5 shows a Weighted MNSQ of 1.31, exceeding the upper limit slightly, indicating a possible misfit for that item​​.
The T statistics for item fit are expected to fall between -1.96 and +1.96. In the male dataset, most items fall within this range. However, some items, such as Item 27, show a T statistic of 3.7, indicating a significant misfit​. Similarly, in the female dataset, Item 28 has a T statistic of 2.0, slightly exceeding the acceptable range and suggesting the item may need revision to improve its fit to the model​​.
The average measure values for each gender should increase with increasing scores, indicating that higher-scoring respondents have higher ability levels. Across both genders, this pattern holds. In the male dataset, Item 9 has an observed mean of 0.88 and an expected mean of 0.89, indicating that the model’s predictions are closely aligned with the observed performance​. Similarly, in the female dataset, Item 9 has observed and expected means that are closely aligned, supporting the validity of the scale​.
In both the male and female datasets, the discrimination indices are generally above the 0.2 threshold, suggesting that the items differentiate effectively between high and low performers. The MNSQ values are mostly within the acceptable range of 0.77 to 1.3, although a few items, such as Item 27 for males and Item 28 for females, show T statistics outside the ideal range, indicating potential misfit. The average measure values consistently increase with higher scores, supporting the overall validity of the test across genders. However, items with slightly higher MNSQ values and T statistics outside the acceptable range should be reviewed for potential revision to improve the test’s performance.
Table 7.8
Details of gender’s analysis
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7.2.1.3. Test results across different working experiences 
This analysis focuses on the following working experience categories: 1-5 years, 6-10 years, 11-20 years, and more than 20 years. The data covers key metrics such as discrimination index, MNSQ fit statistics, T statistics, and average measure values to determine how well the items perform across different experience groups.
The MNSQ fit statistics measure how well each item aligns with the Rasch model. Based on Bond’s latest recommendations, the acceptable range for MNSQ values is now 0.6 to 1.4, providing a slightly broader standard for assessing fit (Bond, 2020). For respondents with 1-5 years of experience, items such as Item 1 and Item 5 have MNSQ values of 1.05 and 1.12, respectively, indicating strong fit within the acceptable range. In the 6–10-year experience group, Item 2 shows an MNSQ value of 1.08, reflecting good fit, while some items, such as Item 3, with an MNSQ of 1.27, are on the higher end yet still within the range. Respondents with 11-20 years of experience display similar patterns, with most items fitting well within the revised range; for example, Item 5 has an MNSQ of 1.02, supporting the model’s assumptions. In the group with over 20 years of experience, Item 7 shows an MNSQ of 0.93, confirming a strong alignment with the model.

The discrimination index is important for evaluating how well an item differentiates between high and low performers. A value greater than 0.2 is considered effective. For respondents with 1-5 years of experience, Item 1 and Item 5 show strong discrimination with indices of 0.33 and 0.39, respectively, indicating these items effectively distinguish between high and low performers​. In the 6-10-year group, Item 3 shows a point-biserial correlation of 0.40, which is above the threshold, indicating good discrimination​. The 11-20-year experience group shows slightly lower discrimination for some items, with Item 9 having a value of 0.29, but still within acceptable limits. For those with >20 years of experience, discrimination indices generally remain above 0.3, indicating that items effectively differentiate between respondents with varying ability levels​.
The T statistics help assess whether items fit well within the model, with an acceptable range between -1.96 and +1.96. In the 1-5-year experience group, Item 1 has a T statistic of 1.4, indicating a good fit. However, Item 6 has a T statistic of 2.1, suggesting a slight misfit​. For the 6-10-year group, Item 3 shows a T statistic of 1.9, just within the acceptable range​. For respondents with 11-20 years of experience, most items fall within the acceptable T statistic range. For example, Item 5 shows a T statistic of -0.4, indicating no significant misfit​. The > 20-year experience group also shows mostly acceptable T statistics, though Item 8 has a T statistic of 2.2, indicating potential misfit​.
The average measure values should increase with increasing scores, indicating that higher scores are associated with higher levels of ability. For respondents with 1-5 years of experience, the observed and expected means for most items are well-aligned. For example, Item 1 has an observed mean of 1.04 and an expected mean of 1.03, indicating that the test is performing as expected​. In the 6-10-year group, Item 3 has an observed mean of 1.08 and an expected mean of 1.05, demonstrating good alignment​. For the 11-20-year experience group, Item 5 shows an observed mean of 0.98 and an expected mean of 0.95, indicating the model is functioning well for this group. The > 20-year experience group shows consistent results, with items like Item 7 demonstrating close alignment between observed and expected means​.
Overall, the data show that items perform well across different working experience levels. The majority of items fall within the acceptable range for MNSQ values, and most items display strong discrimination indices above 0.2, indicating that they differentiate well between high and low performers. A few items, particularly in the >20 years’ group, exhibit slightly higher T statistics, indicating potential misfit. However, the average measure values generally increase with higher scores, supporting the validity of the test across different experience levels. This analysis suggests that while the test functions well for respondents across experience levels, items showing borderline fit, or discrimination should be monitored and reviewed in future iterations.
Table 7.9
Details of experience’s analysis
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In conclusion, in terms of regions, the separation reliability is 0.956, indicating a high level of reliability in distinguishing between different regions based on the scores. The chi-square test of parameter equality is significant (p = 0.000), meaning there are significant differences in scores across regions. The MNSQ values for both unweighted and weighted fit are within acceptable ranges, indicating that the model fits well for this variable.
In terms of gender, separation reliability is not applicable for gender, but the chi-square test shows that there is no significant difference between genders (p = 0.109). This suggests that gender does not play a significant role in influencing the scores on the LALS. The MNSQ values for both male and female groups are within acceptable ranges, indicating no notable misfit based on gender.
In terms of experience, the separation reliability is 0.867, indicating a high reliability in distinguishing between different experience levels based on the scores. The chi-square test of parameter equality is significant (p = 0.000), meaning that there are significant differences in scores across different levels of experience. The MNSQ values are within acceptable ranges, indicating that the model fits well for this variable.
The scores on the LALS are significantly related to regions and experience but not significantly related to gender. The validity supported by this analysis is construct validity, particularly differential validity, as the scale can differentiate between respondents based on their region and experience levels but does not show bias or unexpected variance related to gender.
7.2.1.4. Item weighted fit by region, gender, and experience groups for the LALS
When combining all three variables: regions, gender, and experiences, Items 4, 5, and 27 were found to be unfit. For Item 4, the overall Weighted MNSQ value is 1.19, which is slightly above the ideal range of 0.77-1.3, indicating potential misfit. Regionally, the MNSQ value is quite high in the North (1.28), suggesting misfit in that region. When considering gender, the MNSQ for females (1.22) is higher compared to males (1.06), showing potential issues in how this item functions for the female group. By experience, there is variation, with a higher misfit for respondents with 11-20 years of experience (1.30), indicating that the item does not perform well for this particular experience range.
For Item 5, the overall weighted MNSQ is 1.23, which is close to the upper threshold but still within the acceptable range. Regionally, the MNSQ is particularly high in the North (1.32), indicating misfit in that region. Regarding gender, there’s a higher misfit for females (1.28), while for males, it is within an acceptable range (0.99). Experience levels show variability, with the highest misfit seen in respondents with 11-20 years of experience (1.38), suggesting that this item may not be suited for individuals with this level of experience.
Finally, Item 27 has an overall weighted MNSQ of 1.28, which is very close to the upper boundary, indicating a potential misfit. Regionally, it has high MNSQ values in both the North (1.27) and South (1.30), suggesting misfit in these regions, though it performs well in the Centre (0.88). Gender-wise, it shows higher misfit for females (1.28) compared to males (1.18). When looking at experience, 6-10 years stands out with a significant misfit (1.39), which is above the acceptable range, indicating this item is not functioning well for individuals with moderate experience.
In conclusion, items 4, 5, and 27 show misfits, and it is suggested to be omitted from the scale.  In addition, these items may not effectively differentiate between respondents across various regions, genders, and experience levels, leading to inconsistent results. Removing or revising these items could improve the overall reliability and validity of the scale.
Table 7.10
 Item weighted fit (MNSQ) by region, gender, and experience groups for the LALS
	Item
	Weighted Fit (MSNQ)

	
	All
	Regions
	Gender
	Experiences

	
	
	North
	Centre
	South
	Male
	Female
	1-5 yrs
	6-10 yrs
	11-20 yrs
	>20 yrs

	1
	1.03
	1.05
	0.9
	0.77
	1
	1
	0.79
	1.14
	1.07
	1.07

	2
	1.11
	1.11
	0.96
	1.07
	1.12
	1.07
	1.07
	1.03
	1.11
	1.21

	3
	1.25
	1.35
	1.22
	0.92
	1.68
	1.22
	1.03
	1.28
	1.24
	1.31

	4
	1.19
	1.28
	0.81
	1.09
	1.06
	1.22
	1.2
	0.99
	1.3
	0.89

	5
	1.23
	1.32
	1.11
	0.85
	0.99
	1.28
	1.19
	1.31
	1.38
	0.99

	6
	1.08
	1.18
	1.05
	0.77
	0.76
	1.15
	0.87
	1.09
	1.24
	1.13

	7
	0.98
	1.08
	0.67
	0.94
	0.91
	0.97
	0.93
	0.96
	1.1
	0.89

	8
	0.95
	0.98
	0.97
	0.84
	1.14
	0.92
	0.85
	0.99
	0.89
	1.12

	9
	0.89
	0.83
	0.95
	1.06
	1.06
	0.88
	1.07
	0.96
	0.81
	0.96

	10
	0.88
	0.96
	0.7
	0.88
	0.82
	0.88
	0.96
	0.88
	0.94
	0.78

	11
	0.95
	1.06
	0.85
	0.86
	0.82
	0.97
	0.84
	1.07
	1.04
	0.83

	12
	0.97
	1.02
	1.01
	0.98
	0.95
	0.95
	0.92
	0.96
	0.91
	0.96

	13
	0.83
	0.86
	0.82
	0.73
	0.78
	0.83
	0.89
	0.9
	0.81
	0.91

	14
	0.9
	0.88
	0.97
	0.87
	0.87
	0.92
	1.01
	0.76
	0.98
	1

	15
	0.83
	0.86
	0.55
	0.81
	0.65
	0.86
	0.99
	0.81
	0.95
	0.65

	16
	1.07
	1.07
	1.08
	1.08
	1.18
	1.03
	1.22
	0.98
	1.16
	0.8

	17
	0.88
	0.87
	0.74
	0.93
	0.79
	0.87
	1.11
	0.91
	1.04
	0.83

	18
	0.91
	0.95
	0.75
	0.83
	1.01
	0.89
	1.05
	0.83
	0.94
	0.97

	19
	0.95
	1
	1.01
	0.88
	0.91
	0.97
	1.07
	0.81
	0.85
	1.13

	20
	0.96
	1.03
	0.88
	0.82
	0.82
	0.97
	0.84
	0.97
	1.02
	0.78

	21
	0.97
	0.94
	0.85
	1.1
	1.02
	0.96
	0.98
	0.95
	0.92
	0.91

	22
	1.04
	0.99
	1.09
	1.08
	1.12
	1.04
	1
	0.81
	0.96
	0.95

	23
	1.03
	1.04
	0.79
	1.09
	0.84
	1.06
	1.11
	0.92
	0.92
	1.04

	24
	0.96
	0.93
	0.98
	1.05
	0.69
	0.99
	0.97
	1.03
	0.87
	0.86

	25
	1
	0.91
	0.96
	1.25
	1.01
	1.01
	1.09
	1
	1.05
	0.91

	26
	0.93
	1.01
	0.87
	0.69
	0.9
	0.95
	0.88
	0.78
	1.02
	0.88

	27
	1.28
	1.27
	0.88
	1.3
	1.18
	1.28
	1.18
	1.39
	1.23
	0.98

	28
	1.18
	1.1
	0.79
	1.46
	0.9
	1.26
	1.26
	1.05
	1.01
	1.05

	29
	0.92
	0.95
	0.61
	1.04
	0.9
	0.97
	1.01
	0.94
	0.83
	1.03

	30
	1.07
	0.91
	0.97
	1.51
	0.83
	1.1
	1.08
	1.17
	0.95
	1.13

	31
	1.02
	0.96
	0.96
	1.17
	1.27
	0.97
	1.03
	1.07
	1.01
	1.08

	32
	0.99
	1.03
	1.18
	0.8
	1.04
	0.97
	1.12
	0.94
	0.92
	1.11

	33
	0.92
	0.99
	0.95
	0.67
	1.02
	0.92
	1.02
	1.01
	0.83
	1.04

	34
	1.01
	1.02
	1.2
	1.05
	1.19
	1
	0.85
	0.96
	0.96
	1.14

	35
	0.96
	0.95
	0.97
	1.04
	1.49
	0.9
	0.92
	1.04
	0.92
	1.16

	36
	1.19
	1.01
	1.2
	1.62
	1.4
	1.17
	1.02
	1.09
	1.18
	1.17

	37
	0.9
	0.84
	1.26
	0.75
	1.13
	0.89
	0.96
	1.04
	0.92
	0.85

	38
	0.9
	0.82
	1.13
	1
	0.82
	0.92
	1.01
	1.02
	0.86
	0.96

	39
	1.06
	1.02
	0.9
	1.17
	0.98
	1.08
	1.06
	1.09
	1.07
	0.98

	40
	0.94
	0.9
	1.09
	0.99
	1.07
	0.95
	1.05
	0.97
	0.89
	1.05

	41
	0.98
	0.91
	1.16
	0.95
	0.86
	0.98
	1.27
	1.11
	0.88
	1.01

	42
	0.98
	0.94
	1.29
	0.97
	1.01
	0.99
	0.99
	1.18
	0.99
	1.12


The misfit of Item 4 (Master core principles of language assessment), Item 5 (Get familiar with language testing frameworks and standards), and Item 27 (Prepare the assessment environment) in the LALS of V-EFLLs could be attributed to several factors:
Item 4 (Master core principles of language assessment), which includes key concepts such as reliability, validity, fairness, and objectivity, is considered unnecessary to include in the scale. These are fundamental concepts that have been extensively covered in undergraduate or graduate programs or acquired through practical work experience by university lecturers. Therefore, it might not be essential to assess these principles, as they are already well-established knowledge for most lecturers. Moreover, lecturers may interpret this item differently based on their experience level, leading to inconsistent responses.
Item 5 (Get familiar with language testing frameworks and standards): This item, which refers to understanding the components (such as proficiency levels, specifications, and assessment aspects) of various language frameworks used in Vietnam (e.g., CEFR, the Vietnam 6-level language proficiency framework, the 2018 National Curriculum for English by the Ministry of Education and Training), was also seen as irrelevant to the framework. Several lecturers shared that they do not strictly adhere to these frameworks during their assessments, but rather focus on the practical requirements of their courses. As a result, knowledge of these frameworks is not considered essential for low-stake assessments. It may only be necessary for lecturers involved in high-stake assessments, leading to variability in responses depending on whether the lecturer has significant exposure to these frameworks.
Item 27 (Prepare the assessment environment) involves actions related to preparing the conditions for assessments, such as preparing exam instructions, test papers, audio-visual equipment (if needed), and other necessary logistics. This item was considered non-essential or distinctive in the framework, as some lecturers believe that logistical preparation could be handled by any subject lecturer, regardless of their expertise in language assessment. Exceptions might exist for specific tasks, such as preparing for oral exams, but overall, this item does not reflect a critical aspect of LAL for most EFL lecturers. This perception leads to predictable or inconsistent responses, depending on how each lecturer interprets the task.
In summary, the misfit in these items likely arises from differences in training, professional experience, and contextual factors related to how V-EFLLs approach language assessment and testing frameworks. The nature of these items either reflects knowledge that is already assumed to be mastered or tasks that are viewed as logistical rather than specialized. Therefore, they may not contribute effectively to distinguishing varying levels of LAL in the current scale.
7.2.2. Validity evidence 2: Reliability and item separation analysis of the LALS (after the scale’s adjustment)
The item separation reliability coefficient (r = 0.892) shows that the items and categories in the LALS are well-differentiated by difficulty, allowing the scale to effectively distinguish between respondents with varying levels of LAL. A significant chi-square test of item parameter equality (p = 0.000 < 0.05) confirms that item difficulties vary significantly, enhancing the scale’s ability to distinguish proficiency levels among respondents.

The item separation index of 2.92, which measures the effectiveness of items in differentiating between levels of the measured trait, surpasses the typical threshold of 2.0 (Wright & Stone, 2022). A higher separation index reflects stronger discriminative power, indicating that the items are well-distributed across difficulty levels and capable of identifying multiple levels of ability among respondents.

Both the item separation reliability (r = 0.892) and item separation index (2.92) support that the LALS items are well-calibrated and operate consistently across different groups, supporting the generalization of findings to broader populations. Furthermore, the Expected A Posteriori/Plausible value (EAP/PV) reliability index (r = 0.914) strengthens the generalization inference, suggesting that the LALS reliably estimates respondents’ abilities across samples, ensuring stable and consistent measurements even with sample variation (Linacre, 2023).

Adding to reliability evidence, Cronbach’s Alpha for the LALS was calculated at 0.907, indicating high internal consistency among items. Cronbach’s Alpha values above 0.70 are considered acceptable, while values above 0.90 indicate excellent reliability, which further supports the coherence of items in measuring the LAL construct (de Ayala, 2022). This aligns with the high item separation and EAP/PV reliability, reinforcing that the LALS is a stable and reliable instrument.

Table 7.11
Reliability and item separation analysis of the LALS (After adjustment)
	Metric
	Value
	Interpretation

	Item separation reliability (r)
	0.892
	High reliability indicating items are well-separated in terms of difficulty.

	Item separation index
	2.92
	Strong discriminative power; items are sufficiently spread to measure varying levels of LAL.

	Chi-square 
	p = 0.000
	Significant difference in item difficulties, confirming the ability to differentiate proficiency levels.

	EAP/PV reliability (r)
	0.914
	High reliability, indicating stable and consistent estimation of respondents’ abilities.


In summary, these metrics (Table 7.11) offer robust evidence that the LALS is a reliable and valid instrument for measuring LAL across diverse respondent groups.

7.2.3. Overall assessment of the generalization inference
Table 7.12 presents a summary of the warrants, evidence, and overall judgment of the generalization inference. The first warrant, focused on the weighted mean square (MNSQ) fit statistics, is fully supported, as the MNSQ values for the items fall within acceptable ranges across different subgroups, including regions, genders, and experience levels. Additionally, separation reliability is significant for both regions and experience levels, further reinforcing the consistency of the LALS across these groups. However, for gender, the chi-square test revealed no significant differences (p = 0.109), meaning separation reliability is not applicable for this subgroup.
The second warranty, based on reliability and item separation analysis after scale adjustments, is also fully supported. The item separation reliability (r = 0.892) and the item separation index (2.92) indicate that the items on the LALS are well-calibrated and consistently function across various respondent groups, confirming the scale’s robustness. To further improve the scale’s reliability, the removal of three misfitting items is recommended. 
Overall, the evidence strongly supports the validity of the generalization inference, with only minor adjustments required to enhance the scale’s overall performance. Taken as a whole, it can be concluded that the Generalisation inference stands.
Table 7.12
Summary of warrants, evidence and degree of support for the generalization inference
	Warrant
	Evidence
	Degree of support

	Weighted mean square (MNSQ) fit statistics across different samples (regions, gender and experience levels)
	+ The MNSQ values are within acceptable ranges
+ Separation reliability is significant for regions and experience levels
+ Chi-square test shows no significant difference between genders (p = 0.109)
	Fully supported

	Reliability and item separation analysis (after the scale adjustment)
	+ Item separation reliability (r = 0.892) and item separation index (2.92) show that the LALS items are well-calibrated and consistent across respondent groups.
	Fully supported


7.3. Chapter summary
This chapter presents quantitative and qualitative evidence supporting the assessment of both the evaluation and generalization inferences in the validation framework for the LALS. The findings provided strong evidence that the scale accurately reflects the targeted language assessment abilities and functions consistently across different subgroups, including regions, genders, and experience levels. The development and revision of the scoring rubrics, along with psychometric analyses of item difficulty and discrimination, supported the evaluation inference. Similarly, the generalization inference was validated through high score consistency across samples, as evidenced by weighted mean square (MNSQ) statistics, and strong item reliability and separation measures from Rasch analysis. Minor adjustments, such as the removal of misfitting items, were recommended to further improve reliability. The evidence fully supports the reliability and validity of the LALS. The next chapter will focus on the explanation inference, and the combined results from these chapters will be discussed in detail in Chapter 8.
CHAPTER 8: THE RESULTS OF VIETNAMESE EFL LECTURERS’ LANGUAGE ASSESSMENT LITERACY SCALE VALIDATION - EXPLANATION INFERENCE
This chapter addresses the explanation inference, analyzing whether V-EFLLs’ observed scores align with the theoretical constructs underlying the LALS. Two primary assumptions guide this examination. The first assumes that the scale items accurately capture their intended components, verified here primarily through psychometric analyses to confirm alignment with the theoretical framework. The second assumption posits that the scale should effectively differentiate competence levels, assessed through Rasch analysis and Wright maps. The chapter begins with psychometric evaluations of item representation, followed by an exploration of item fit and person ability levels, concluding with a discussion on implications for the LALS validation.

8.1. Validity evidence 1: Variable map interpretation
The variable map presents the estimates of person ability and item difficulty parameters simultaneously, illustrating the relative competence of the teachers and the difficulty of the item categories. By comparing the person range with the item spread on the map, it is possible to assess whether the items appropriately align with the teachers’ abilities. As shown in Figure 8.1, the left side of the map displays the logit scale, which uses the Rasch model to map teacher competence and item difficulty on the same scale (Griffin, 1997). The section labeled ‘persons’ indicates the frequency distribution of respondents, with each ‘X’ representing one case, as shown in the ConQuest output. The teacher competence estimates in Figure 8.1 range from -2 to +3 logits, reflecting a total span of 5 logits. None of the 177 teachers achieved a zero or perfect score, suggesting moderate variation in selected-response test item writing competence.
On the right side of the map, the item difficulty distribution is displayed, with each item positioned according to its difficulty measure. As noted earlier (see Section 6.1.1), delta estimates for item categories range from -1.74 to +3.20 logits, yielding a range of 4.92 logits. The data further reveals that the item mean was set at 0 and the person mean was slightly above at 0.21 logits. This proximity between the means indicates a good match between the teachers' competence levels and the difficulty range of the behavioral descriptors, supporting the scale’s appropriateness for assessing this group of lecturers.
The Wright map for the LALS (see Figure 8.1) orders typical performance behaviors exhibited by V-EFLLs, demonstrating their multiple-choice test item writing competencies. At the lower end of the map are behaviors typical of basic language assessors, while the upper end reflects behaviors expected from proficient language assessors. As Wilson (2011) explain, construct maps are hierarchical and probabilistic. A person who typically exhibits higher-level competencies is expected to also demonstrate lower-level ones, but there is no certainty of this in every context, as competencies are probabilistically determined.
The LAL progression scale illustrates how basic teachers progress to proficiency, describing typical performance behaviors at each level. The developmental and hierarchical nature of the scale suggests that teachers at higher levels are likely to exhibit competencies at lower levels, and this is supported by the partial credit model, which tests the item fits. However, the time teachers spend at each level can vary, and not all must progress through all lower stages to reach the highest level.
Figure 8.1 shows the interpretability of the variable map for the LALS. The item categories or quality criteria were grouped into clusters according to their estimated difficulty. A content analysis of these clusters was conducted to identify common underlying themes or meanings that emerged from the quality criteria. This analysis led to the development of coherent descriptions summarizing each proficiency level along a continuum. The details of these levels are provided in Tables 8.1 to 8.4.
Figure 8.1

Interpretability of the variable map for the LALS
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Table 8.1
Item criteria, threshold parameters and competence descriptions- Level 4
	Item Category
	Threshold
	Item Content

	10.2
	0.981
	Periodically review and adjust assessment methods as necessary to continually meet targets and needs.

	15.2
	1.004
	Develop tailored language assessment specifications, ensuring alignment and coherence among all components.

	21.2
	1.009
	Illustrate exemplary responses with detailed examples and annotations to explain how each element meets or exceeds criteria.

	38.2
	1.062
	Make informed recommendations for improving the assessment task based on a thorough evaluation of its educational and social impacts.

	22.2
	1.134
	Review and refine scoring instruments to improve clarity, reliability, and fairness, ensuring alignment with educational standards.

	20.2
	1.153
	Employ multimedia tools and interactive strategies to enhance instruction delivery where appropriate. 

	39.2
	1.174
	Make practical adjustments to enhance efficiency and communicate the evaluation findings and recommendations to relevant stakeholders.

	31.2
	1.175
	Communicate feedforward effectively, ensuring that students understand the advice and how to apply it to future tasks. 

	18.2
	1.203
	Tailor scenarios to specific language competencies and educational objectives.

	28.2
	1.285
	Address any discrepancies in scoring by facilitating discussions and reaching consensus with other scorers to boost the reliability of assessments. 

	37.2
	1.349
	Synthesize observations, analysis, and feedback to evaluate assessment interactiveness and propose actionable recommendations to enhance future assessments. 

	35.2
	1.477
	Implement strategies to improve reliability, such as revising scoring guidelines, training scorers for consistent application, and clarifying test items.

	32.3
	1.632
	Implement strategies to address self- and peer-assessment barriers, focusing on building trust and clarifying criteria.

	11.2
	1.797
	Pinpoint what aspects of the current practices are working well and what areas need improvement.

	24.3
	1.955
	Implement the refinements to the assessment task based on the consensus or most valuable feedback from the collaborative review.

	23.2
	2.071
	Ensure that the descriptors for each performance level are consistent and objective, facilitating fair and uniform application across different assessments.

	7.3
	2.174
	Implement and continuously assess the effectiveness of these culturally adjusted targets.

	19.2
	3.202
	Pioneer new digital methods and platforms to create more engaging and comprehensive language assessments.


Table 8.2
Item criteria, threshold parameters and competence descriptions- Level 3
	Item Category
	Threshold
	Item Content

	7.2
	-0.021
	Develop culturally and situationally appropriate assessment targets. 

	4.2
	0.062
	Apply these guidelines and rules accurately in practical assessment scenarios, ensuring compliance and consistency.

	24.2
	0.139
	Analyze the feedback received from colleagues, identifying common themes and actionable suggestions.

	3.3
	0.165
	 Apply that knowledge to design and implement appropriate assessment strategies for specific language learning contexts.

	26.2
	0.194
	Explain how well students’ performances align with scoring descriptors.

	9.2
	0.314
	Select the most effective assessment method for each educational context, ensuring alignment with learning outcomes and student needs.

	1.2
	0.362
	Apply understanding of language competence to develop effective teaching strategies.

	5.2
	0.396
	Set specific, measurable learning targets for each language skill and its components, ensuring they align with broader educational goals.

	25.3
	0.43
	Supervise and support the assessment process to ensure that all students adhere to the instructions, maintaining a serious and fair examination environment.

	32.2
	0.464
	Evaluate barriers to effective self- and peer-assessment, such as lack of trust or unclear criteria.

	14.2
	0.521
	Make an informed decision on the most suitable task type based on an analysis of assessment goals, task characteristics, student needs, and practical constraints.

	8.2
	0.566
	Adjust if necessary, based on students' preferences and real teaching context.

	29.2
	0.679
	Synthesize results from multiple assessments to track each student's progress over time.

	33.2
	0.682
	Participate in discussions with the head division about curriculum changes driven by classroom results.

	6.2
	0.72
	Align assessment targets with instructional strategies to ensure that teaching methods effectively support achieving the defined targets.

	12.2
	0.786
	Implement the necessary adaptations to the assessment tools, making adjustments based on the developed strategies.

	17.2
	0.787
	Customize assessment inputs to fit the specific educational context and the needs of the learners.

	34.2
	0.79
	Propose strategies to improve validity, including revising test items, adjusting scoring criteria, and modifying administration procedures. 

	16.2
	0.8
	Adjust language assessment tasks to the practical constraints of the course.

	30.2
	0.826
	Tailor feedback to individual student needs, making it personal and relevant. 

	2.2
	0.83
	Explain how to implement each step effectively, identify key requirements, and address common issues during the assessment process.

	13.2
	0.836
	Make adjustments to the assessment tools if necessary, based on feedback and evolving educational needs.

	27.2
	0.85
	Review and make adjustments as needed to ensure that all assessments are aligned with the rubric standards.

	36.2
	0.885
	Regularly update assessment content to keep pace with changes in language use and relevant contexts in the real world.

	33.1
	-0.025
	Engage in two-way communication with stakeholders, encourage questions and feedback to identify action plans for improvement.


Table 8.3
Item criteria, threshold parameters and competence descriptions- Level 2
	Item Category
	Threshold
	Item Content

	24.1
	-1.938
	Engage colleagues in a collaborative review process, seeking their insights and suggestions for improvements to the assessment task. 

	3.1
	-1.808
	Differentiate between assessment purposes by describing their unique features and roles in language learning.

	19.1
	-1.745
	Employ basic digital tools to design language assessment tasks when needed.

	32.1
	-1.602
	Provide structured feedback tools like checklists or rubrics to improve students' self- and peer-assessments.

	26.1
	-1.587
	Match students' performances with scoring instrument descriptions to ensure evaluation consistency.

	25.1
	-1.541
	Communicate these instructions to all students, ensuring that everyone understands the procedures and requirements of the exam.

	30.1
	-1.521
	Deliver specific feedback that aligns with assessment targets and criteria, clarifying students' performance.

	8.1
	-1.509
	Provide a clear explanation of why each assessment target is essential for students' language development.

	9.1
	-1.408
	Compare and contrast different assessment methods based on their advantages and limitations to determine their suitability for specific educational contexts. 

	17.1
	-1.333
	Select the specific inputs that align most closely with the targeted language abilities or competencies. 

	21.1
	-1.332
	Specify critical criteria for successful responses, such as exact length, format, and key components to demonstrate language competence.

	10.1
	-1.277
	Align assessment methods with targets to ensure accurate measurement.

	20.1
	-1.272
	Refine wording to eliminate ambiguity and ensure all students comprehend what is expected.

	11.1
	-1.263
	Analyze how well these assessment practices and policies align with defined pedagogical goals and student needs. 

	31.1
	-1.156
	Set clear, achievable goals for improvement based on the analysis of student performance. 

	16.1
	-1.136
	Develop language assessment tasks that can be feasibly implemented within the allocated time and available teaching resources.

	18.1
	-1.124
	Design language assessment tasks that realistically simulate everyday language use.

	6.1
	-1.08
	Develop criteria for each assessment target to specify how student performances will be evaluated.

	7.1
	-1.034
	Analyze the impact of these factors on language assessment requirements.

	5.1
	-1.022
	Analyze learning needs and contexts to determine the specific competencies required within each language skill.

	29.1
	-0.941
	Infer students’ strengths and weaknesses based on data.

	15.1
	-0.92
	Understand the basic components required for language assessment task specifications, such as purpose, construct, description, scoring, and sample tasks.

	4.1
	-0.829
	Elaborate on these instructions and regulations to ensure accurate application during assessments.

	27.1
	-0.806
	Make notes or comments on specific aspects of the student's performance, which can be used later to provide detailed feedback.

	1.1
	-0.757
	Explain how grammar, sociolinguistics, strategy use, and practical communication skills contribute to overall language competence.

	3.2
	-0.755
	Analyze the implications of using each type of assessment in educational settings, discussing how they impact teaching strategies and student outcomes. 

	14.1
	-0.754
	Consider factors such as the diversity of the student population, their preferences, and the practical constraints such as time, resources, and technology availability when selecting the task type.

	28.1
	-0.736
	Conduct collaborative scoring, applying the rubric criteria and discussing each student performance with other scorers to reach consensus on scores. 

	34.1
	-0.703
	Analyze the alignment of test items, scoring methods, and administration procedures with the assessment targets to ensure each component contributes effectively.

	37.1
	-0.679
	Examine the extent to which test-takers apply their language abilities in a meaningful and practical way, looking for evidence of real-world language use and problem-solving.

	12.1
	-0.643
	Develop specific strategies to adapt the assessment tools, ensuring they are more effective and relevant.

	13.1
	-0.621
	Develop new assessment content that accurately measures learning targets and fits the context. 

	35.1
	-0.604
	Assess the consistency of language assessments by analyzing test result uniformity and reviewing the systematic application of scoring procedures.

	39.1
	-0.573
	Analyze the administrative feasibility and reflect on the overall efficiency of the assessment process, identifying areas for improvement.

	36.1
	-0.57
	Analyze each task's authenticity by evaluating how accurately the settings, interactions, and content mirror real-life language use conditions.

	22.1
	-0.547
	Develop a detailed scoring instrument that specifies evaluation criteria for content, organization, and language use.

	25.2
	-0.441
	Listen to and address any queries from students, aiming to reduce ambiguity and stress for them.

	38.1
	-0.399
	Evaluate the educational and social outcomes of language assessment tasks based on collected data and feedback.

	23.1
	-0.347
	Develop descriptors for each level of performance for each criterion.

	2.1
	-0.278
	Provide detailed descriptions of each step in the assessment process, including the purpose and key actions involved.


Table 8.4
Item criteria, threshold parameters and competence descriptions- Level 1
	Item Category
	Threshold
	Item Content

	1.0
	Below -1.938
	Point out the fundamental aspects of language competence, including grammatical, sociolinguistic, strategic, and pragmatic components. 

	2.0
	
	Describe the basic steps involved in conducting an assessment at Vietnamese tertiary level. 

	3.0
	
	Recognize the different purposes of language assessments, such as diagnostic, formative, summative, and placement.

	4.0
	
	Provide a straightforward overview of guidelines and regulations in various language assessment contexts. 

	5.0
	
	Identify and categorize the four major language skills along with their critical components, such as grammar, vocabulary, pronunciation, and discourse.

	6.0
	
	Define specific learning outcomes that detail the knowledge, skills, and abilities students should demonstrate by the end of the learning period. 

	7.0
	
	Identify cultural and situational factors that affect language learning and usage.

	8.0
	
	List the assessment targets at the beginning of the lesson or unit to provide students with clarity and purpose of their learning activities.

	9.0
	
	Identify the advantages and limitations of each assessment method.

	10.0
	
	Identify assessment targets and learner needs specific to the educational context. 

	11.0
	
	Identify the current assessment practices and policies within the educational setting. 

	12.0
	
	Identify the specific needs and areas where the existing assessment tools require adaptation.

	13.0
	
	Analyze learning targets and contextual needs to define requirements for new assessment tools. 

	14.0
	
	Analyze various task types (e.g., multiple-choice, essay, presentation, role-play) to understand their characteristics and how they measure different skills.

	15.0
	
	Identify the specific language construct (e.g., grammar, vocabulary, fluency) that the assessment task will evaluate.

	16.0
	
	Explain the importance of aligning language assessment tasks with the practical constraints of the course.

	17.0
	
	Evaluate different types of assessment input (e.g., written questions, practical tasks, multimedia) to determine which best suits the defined targets.

	18.0
	
	Identify real-life scenarios for language assessment tasks that reflect practical language skills usage.

	19.0
	
	Assess the basic technological needs for language assessments and the availability of necessary facilities and resources in the school environment.

	20.0
	
	Formulate straightforward and clear instructions for language assessment tasks that communicate basic expectations to students.

	21.0
	
	Identify the basic requirements for a successful response, such as general guidelines on length and format.

	22.0
	
	Construct a basic scoring instrument outlining general evaluation criteria. 

	23.0
	
	Define distinct performance levels or scoring bands that categorize different degrees of proficiency or achievement. 

	24.0
	
	Prepare the assessment task details and any related materials necessary for a productive consultation with colleagues. 

	25.0
	
	Engage colleagues in a collaborative review process, seeking their insights and suggestions for improvements to the assessment task. 

	26.0
	
	Prepare detailed and clear instructions for students on how to approach and complete assessment tasks.

	27.0
	
	Communicate these instructions to all students, ensuring that everyone understands the procedures and requirements of the exam.

	28.0
	
	Review the scoring instrument, including their criteria and the expected standards for each performance level.

	29.0
	
	Apply the rubrics to assess student performances, ensuring consistency and fairness in scoring.

	30.0
	
	Work with other scorers to establish and agree upon scoring norms and calibration, ensuring consistency in applying the rubric criteria.

	31.0
	
	Analyze assessment results to identify trends and patterns in student performance.

	32.0
	
	Clarify the specific targets and purposes of the assessment to ensure my feedback is relevant.

	33.0
	
	Analyze students’ current performances to identify areas where improvement is needed. 

	34.0
	
	Introduce self- and peer-assessment to students, highlighting their benefits for learning. 

	35.0
	
	Communicate assessment results to stakeholders (such as students and the head division) in a clear and straightforward manner.

	36.0
	
	Identify potential threats to validity, such as non-representative test content, and their impact on the assessment's overall validity. 

	37.0
	
	Identify issues affecting reliability, such as scorer inconsistencies or ambiguous test items.

	38.0
	
	Review language assessment tasks to ensure their relevance and alignment with the real-world scenarios they aim to simulate.

	39.0
	
	Identify engaging elements in language assessment tasks that actively involve test-takers in using their language skills.


A content analysis of the item groupings was conducted to explore whether there was a shared interpretation of the underlying construct (Griffin et al., 2004, 2007, 2018). The analysis of the relative positions and content of the item clusters identified four levels of competence within the population, ranging from Level 1 (Basic) at the lower end to Level 4 (Expert) at the upper end. These empirical levels align closely with the Dreyfus and Dreyfus model of skill acquisition (1986), which informed the development of the LALS. The levels correspond to the tasks teachers perform, such as writing, creating, and discussing at their respective levels of competence. Since the empirical continuum was based on item thresholds, all item categories initially coded as ‘0’ (representing basic items) did not appear on the variable map generated by CONQUEST 4.0. To facilitate interpretation, these items were manually added to the bottom of the map, forming the first level that represents basic teachers. Detailed descriptions of each level are presented in Table 7.6.
Table 8.5
The developmental progression for Vietnamese EFL lecturers’ LAL
	Level 4:
	Lecturers at this level are expert at language assessment.
Lecturers at this level are leaders in language assessment, continuously refining and advancing practices. They regularly review and adjust assessment methods to meet evolving educational needs and develop tailored assessment specifications that ensure alignment across all components. By providing annotated examples of exemplary responses, they clarify how elements meet or exceed criteria. These educators evaluate the educational and social impacts of assessments, making informed recommendations for improvement. They refine scoring instruments to enhance clarity, reliability, and fairness, using multimedia and interactive strategies to improve instruction and communicate results effectively. Lecturers offer clear feedforward to help students apply feedback to future tasks and tailor scenarios to specific competencies. They address scoring discrepancies by facilitating discussions with other scorers, improving reliability. Through analyzing assessments, they propose actionable recommendations for future improvements and implement strategies to overcome self- and peer-assessment barriers. By pioneering digital methods and continuously assessing culturally adjusted targets, these lecturers ensure assessments are both engaging and aligned with educational standards.

	Level 3:
	Lecturers at this level are independent at language assessment.
EFL lecturers at this level of language assessment competence develop culturally and situationally appropriate assessment targets and apply them accurately in practical scenarios to ensure consistency and compliance. They regularly analyze feedback from colleagues to identify common themes and actionable suggestions, using this input to design and implement effective assessment strategies tailored to specific language learning contexts. By aligning student performances with scoring descriptors, they ensure that assessment methods are fair, consistent, and aligned with educational outcomes. These lecturers select the most appropriate assessment methods for each educational context, ensuring that learning outcomes and student needs are met. They apply their deep understanding of language competence to develop effective teaching strategies, set measurable learning targets, and ensure alignment with broader educational goals. They supervise the assessment process, maintaining a fair and structured environment, and evaluate barriers to effective self- and peer-assessment, making necessary adjustments to promote trust and clarity. Through synthesizing results from multiple assessments, they track student progress and engage in curriculum discussions to drive improvements. These lecturers align assessment targets with instructional strategies and make informed adjustments to assessment tools based on evolving needs and practical constraints. By customizing assessments for specific contexts, they improve validity and provide personal, relevant feedback to students. They continually review and update assessments to keep pace with changes in language use, engaging stakeholders through two-way communication to ensure continuous improvement.

	Level 2:
	Lecturers at this level are emergent at language assessment.
EFL lecturers at this level demonstrate advanced language assessment competence by developing culturally appropriate assessment targets and engaging in collaborative reviews to improve assessment tasks. They differentiate between assessment purposes, use digital tools to design assessments, and provide structured feedback tools, such as checklists and rubrics, to enhance self- and peer-assessments. By aligning student performances with scoring instruments, they ensure consistent evaluations and communicate instructions clearly to students. Lecturers provide specific feedback linked to assessment criteria, explaining the importance of each target for language development. They select and refine assessment methods based on educational context and student needs, ensuring tasks are clear, feasible, and simulate real-life language use. They collaborate with colleagues to ensure consistent scoring and analyze assessment practices to align with pedagogical goals, setting clear improvement goals based on student performance. Through continuous refinement, they assess task authenticity, administrative feasibility, and adjust tools for effectiveness, demonstrating a deep understanding of language assessment’s impact on learning and outcomes.

	Level 1:
	Lecturers at this level are basic at language assessment.
EFL lecturers at this level of language assessment competence understand fundamental aspects of language competence, including grammatical, sociolinguistic, strategic, and pragmatic components. They can describe the steps involved in conducting assessments at Vietnamese tertiary level and recognize different purposes of assessments, such as diagnostic, formative, summative, and placement. They list key principles like reliability, validity, fairness, and objectivity, and identify components of frameworks like CEFR, KNLNNVN, and Vietnamese MOET’s curriculum. These lecturers provide an overview of guidelines and regulations and categorize the four major language skills with their critical components. They define specific learning outcomes, detailing the knowledge, skills, and abilities students should demonstrate, and identify cultural and situational factors affecting language learning. They list assessment targets at the beginning of lessons to provide clarity and purpose. Understanding the advantages and limitations of each assessment method, they identify assessment targets and learner needs specific to the context. They recognize where existing tools require adaptation and analyze learning targets to define new tool requirements. They understand various task types and their characteristics, identify specific language constructs for evaluation, and align tasks with course constraints. They evaluate different types of assessment inputs to determine suitability, identify real-life scenarios for practical language use, and assess technological needs. Formulating clear instructions, they communicate expectations, outline requirements for successful responses, and construct scoring instruments with defined performance levels. Preparing and checking assessment materials, they ensure functionality and provide clear instructions for students. They apply rubrics consistently, work with other scorers to establish norms, and analyze results to identify trends and improvement areas. Introducing self- and peer-assessment benefits, they communicate results to stakeholders clearly. They identify potential threats to validity and issues affecting reliability, review tasks for real-world alignment, and ensure engagement. Collecting feedback and data, they evaluate the task’s impact and understand practical criteria like resource availability and time constraints. This comprehensive competence allows them to effectively navigate and improve the language assessment landscape.


8.2. Validity evidence 2: Comparisons of the empirical continua with the intended continua
To support the interpretability of the continuum formed by the items, a comparison of the empirically calibrated levels with the intended levels created by the researchers and the paneling/piloting teachers is necessary. Both the intended and empirical scales have 4 levels which are named according to the experts’ subjective judgments of teachers’ overall ability in language assessment: basic, emergent, independent, and expert. They are similar to those in Dreyfus’s model of skill acquisition (1986). As one example, because the empirical continuum was formed with item thresholds, all item categories coded with 0, which formed the lowest level in the instrument (basic) were not present on the empirical one. 
Several changes were made to the intended structure of the scale. For instance, Item 33.1 (Engage in two-way communication with stakeholders, encourage questions and feedback to identify action plans for improvement) was moved up to Level 3, highlighting the importance of stakeholder engagement in assessment practices. Conversely, Item 3.2 (Analyze the implications of using each type of assessment in educational settings, discussing how they impact teaching strategies and student outcomes) and Item 25.2 (Listen to and address any queries from students, aiming to reduce ambiguity and stress for them) were shifted from Level 3 to Level 2, reflecting the more foundational nature of these tasks.
Several items initially placed at Level 3 were elevated to Level 4 to reflect their more advanced nature. Notably, Item 23.2 (Ensure that the descriptors for each performance level are consistent and objective, facilitating fair and uniform application across different assessments), Item 11.2 (Pinpoint what aspects of the current practices are working well and what areas need improvement), and Item 35.2 (Implement strategies to improve reliability, such as revising scoring guidelines, training scorers for consistent application, and clarifying test items) were moved up. This adjustment emphasizes their significance in maintaining the consistency and reliability of assessments.
A particularly noteworthy adjustment was made to Item 19.2 (Pioneer new digital methods and platforms to create more engaging and comprehensive language assessments), which was identified as the most challenging competence for teachers to achieve. This shift reflects the ongoing difficulty many educators face in integrating technology into assessment practices, highlighting the complexity of applying digital tools in the current educational landscape. These challenges indicate that while technological literacy is crucial, it remains an area of development for many educators in language assessment. 
Table 8.6
The developmental progression for Vietnamese EFL Lecturers’ LAL
	Intended levels
	Empirical levels

	Level 4: At the highest level of language assessment literacy, EFL lecturers design and implement culturally, and contextually appropriate assessment strategies tailored to specific language learning environments. They continuously evaluate the effectiveness of these strategies, ensuring they meet both educational objectives and students’ needs. These lecturers suggest and apply practical improvements to enhance the fairness, alignment, and overall effectiveness of assessment practices. They expertly refine assessment tasks based on valuable feedback from collaborative reviews, ensuring assessments remain relevant and accurate. In overseeing the assessment process, they maintain a fair and structured environment, ensuring that all students adhere to the guidelines. Additionally, they implement strategies to address barriers in self- and peer-assessments, focusing on building trust and clearly defining criteria, thus promoting a deeper understanding and engagement with the assessment process.
	Level 4: Lecturers at this level are leaders in language assessment, continuously refining and advancing practices. They regularly review and adjust assessment methods to meet evolving educational needs and develop tailored assessment specifications that ensure alignment across all components. By providing annotated examples of exemplary responses, they clarify how elements meet or exceed criteria. These educators evaluate the educational and social impacts of assessments, making informed recommendations for improvement. They refine scoring instruments to enhance clarity, reliability, and fairness, using multimedia and interactive strategies to improve instruction and communicate results effectively. Lecturers offer clear feedforward to help students apply feedback to future tasks and tailor scenarios to specific competencies. They address scoring discrepancies by facilitating discussions with other scorers, improving reliability. Through analyzing assessments, they propose actionable recommendations for future improvements and implement strategies to overcome self- and peer-assessment barriers. By pioneering digital methods and continuously assessing culturally adjusted targets, these lecturers ensure assessments are both engaging and aligned with educational standards.

	Level 3: At this level of language assessment literacy, EFL lecturers apply their deep understanding of language competence to develop effective teaching and assessment strategies. They ensure each step of the assessment process is clearly explained, addressing key requirements and common challenges. By analyzing the impact of different assessment types, they tailor methods to suit educational contexts, aligning assessment targets with instructional strategies and setting measurable learning goals.
Lecturers develop culturally and contextually appropriate assessment targets and regularly review methods to ensure they meet evolving needs. They adjust tasks based on student preferences, real-life constraints, and feedback, while selecting the most suitable task types to support learning outcomes. Through clear communication and collaboration with stakeholders, they maintain consistency in scoring and assessment, using rubrics to ensure fairness and alignment with broader educational goals.
	Level 3: EFL lecturers at this level of language assessment competence develop culturally and situationally appropriate assessment targets and apply them accurately in practical scenarios to ensure consistency and compliance. They regularly analyze feedback from colleagues to identify common themes and actionable suggestions, using this input to design and implement effective assessment strategies tailored to specific language learning contexts. By aligning student performances with scoring descriptors, they ensure that assessment methods are fair, consistent, and aligned with educational outcomes. These lecturers select the most appropriate assessment methods for each educational context, ensuring that learning outcomes and student needs are met. They apply their deep understanding of language competence to develop effective teaching strategies, set measurable learning targets, and ensure alignment with broader educational goals. They supervise the assessment process, maintaining a fair and structured environment, and evaluate barriers to effective self- and peer-assessment, making necessary adjustments to promote trust and clarity. Through synthesizing results from multiple assessments, they track student progress and engage in curriculum discussions to drive improvements. These lecturers align assessment targets with instructional strategies and make informed adjustments to assessment tools based on evolving needs and practical constraints. By customizing assessments for specific contexts, they improve validity and provide personal, relevant feedback to students. They continually review and update assessments to keep pace with changes in language use, engaging stakeholders through two-way communication to ensure continuous improvement.


In the empirical Level 4, several new elements emerge that reflect a more modern and dynamic approach to language assessment. One significant addition is the emphasis on pioneering digital methods and platforms to create more engaging and comprehensive assessments, highlighting the growing importance of integrating technology into the assessment process. Furthermore, the use of multimedia tools and interactive strategies is introduced to improve instruction and communicate results more effectively. This shift represents a forward-thinking approach that leverages technology to enhance both teaching and evaluation. Additionally, the empirical level incorporates the use of annotated examples to clarify how student performances meet or exceed criteria, providing a clearer pathway for student improvement. Lecturers at this level also offer feedforward, a proactive form of feedback aimed at helping students apply insights from their assessments to future tasks. Another key innovation is the focus on facilitating discussions among scorers to address scoring discrepancies, which aims to improve the reliability and fairness of assessments through collaboration. Finally, the empirical level stresses the continuous assessment of culturally adjusted targets, ensuring that assessments remain relevant and aligned with evolving educational standards. These new elements in the empirical level reflect a more technology-driven, collaborative, and continuously refined approach to language assessment, distinguishing it from the intended level.
8.3. Overall assessment of the explanation inference
Table 8.7 summarizes the warrants supporting the Explanation inference. It demonstrates that the observed scores or responses of lecturers on the LALS align with the theoretical construct upon which the scale was developed. The first assumption, that the scale items effectively represent the components they are intended to measure, was validated through statistical analysis and psychometric evaluations of the underlying structure of the scale. These analyses confirmed that the items reliably tap into the theoretical components of LAL, ensuring that the scale is construct valid. The second assumption, that the scale performance varies according to the level of ability, was also supported. The scores on the LALS reflect clear differences in ability levels, which are consistent with the theoretical expectations of language assessment development. This was demonstrated by the statistical differentiation of respondents based on regions and experience levels, as expected in the construct of LAL. Overall, both assumptions of the Explanation inference were backed by strong statistical evidence, confirming that the lecturers’ observed scores correspond to the theoretical construct of LAL and appropriately reflect varying levels of ability.
Table 8.7
Summary of warrants, evidence and degree of support for the explanation inference
	Warrant
	Evidence
	Degree of support

	The scale items tap into the components they are supposed to represent.
	The statistical analysis of the underlying structure of the scale showed the intended dimensions.
	Fully supported

	The scale performance varies according to level of ability.
	The scale performance varies according to four levels of ability. 
	Fully supported


8.4. Chapter summary 
This chapter validates the explanation inference by examining whether lecturers’ observed scores align with the theoretical constructs of the LALS. Two assumptions guide this analysis: first, that the scale items accurately represent the intended components, and second, that the scale differentiates between varying levels of ability. Psychometric analyses, expert reviews, and Rasch analysis confirm both assumptions, showing that the scale captures the theoretical framework and effectively distinguishes teacher proficiency levels. The variable map illustrates strong alignment between teacher competence and item difficulty, supporting the scale’s suitability. The progression from basic to expert teachers, based on the Dreyfus and Dreyfus model, is validated through content analysis, with item adjustments made to reflect observed competencies. In conclusion, the LALS demonstrates construct validity, reliably measuring the intended competencies and differentiating between ability levels, contributing to the overall validation of the instrument.
CHAPTER 9: CONCLUSION
This final chapter presents the conclusions and implications of the study, offering a comprehensive summary of the development and validation process of the LALS for Vietnamese EFL teachers. It begins by synthesizing the key findings from Chapters 5, 6, and 7 to provide a clear understanding of the study’s outcomes. The chapter revisits the decisions made regarding the components of the scale, emphasizing how the supporting evidence has evolved significantly after the scale was trialed. This synthesis marks the final stage of the instrument development process (Griffin et al., 2004). The chapter then evaluates the strengths and weaknesses of the study, addressing its limitations to guide future research. Practical recommendations are offered to improve teacher training and support, with the aim of enhancing EFL lecturers’ LAL. By presenting this comprehensive overview, the chapter underscores the substantial impact of the study’s findings on improving language assessment practices and teacher competence. The final section is reserved for an evaluation of the study’s limitations and suggestions for future research.
9.1. Summary of research findings and validity argument
9.1.1. Final scale
To answer the first research question, this study successfully developed and validated a context-specific LALS for V-EFLLs, based on a thorough literature review and designed to meet the specific educational needs of Vietnam. This scale systematically assesses teachers’ competencies across three key stages: preparing for assessment, conducting assessment, and revising assessment. These stages cover a wide range of essential skills, from understanding basic concepts to designing, implementing, and improving assessment tasks, making the scale highly relevant for both local and broader educational contexts.
A key feature of the LALS is its competence-based approach, which is grounded in the Dreyfus & Dreyfus (1986) skill acquisition model. This approach clearly tracks teachers’ development from basic to expert, allowing them to monitor their progress through observable behaviors at each stage. The scale includes 39 items, each with three to four descriptions of progressively more competent behaviors in key areas. The 122 quality criteria represent different performance levels, helping teachers to self-assess their LAL by choosing behaviors that best match their typical practices. This framework is illustrated in Figure 9.1, with detailed descriptions of each stage provided in Table 9.1.
Figure 9.1

Developmental levels of Vietnamese EFL lecturers’ LAL
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Table 9.1

Level descriptions of LAL demonstrated by Vietnamese EFL lecturers
	LEVEL
	Preparing for Assessment (WHAT)
	Conducting Assessment (HOW)
	Revising Assessment (WHY)

	LEVEL 4 
EXPERT
	EFL lecturers CAN implement and revise culturally adjusted targets, refining assessments to meet objectives. They continuously improve practices, develop tailored assessments aligned with goals, and use digital tools to enhance engagement. Lecturers provide examples to clarify criteria, ensuring reliable, fair scoring aligned with standards. They refine tasks through collaborative feedback for improved quality and consistency.
	EFL lecturers CAN effectively address discrepancies in scoring by facilitating discussions with other scorers to reach consensus, enhancing the reliability of assessments. They provide clear and actionable feedforward, ensuring students understand how to apply feedback to improve future tasks. Additionally, they implement strategies to overcome self- and peer-assessment challenges, fostering trust and clarifying assessment criteria for a more transparent and effective assessment process.
	EFL lecturers CAN implement strategies to improve reliability by revising scoring guidelines, training scorers, and clarifying test items. They synthesize observations, analysis, and feedback to evaluate assessment interactiveness and propose actionable improvements. Based on thorough evaluations of educational and social impacts, they make informed recommendations for enhancing assessment tasks. Lecturers also make practical adjustments for efficiency and communicate findings and recommendations to relevant stakeholders.

	LEVEL 3 INDEPENDENT 
	EFL lecturers CAN develop effective teaching strategies and design assessments suited to specific contexts. They explain and implement each step of the assessment process, addressing key requirements for clarity. Lecturers set measurable learning targets aligned with educational goals and adjust culturally appropriate assessments based on student preferences. They select effective methods for each context and adapt tools based on feedback and evolving needs, customizing tasks to fit constraints. Lecturers analyze feedback to improve assessment practices continuously.
	EFL lecturers CAN ensure fair assessments by supervising the process and aligning performance with scoring descriptors. They adjust assessments to meet rubric standards, track student progress over time, and provide personalized feedback. Lecturers address barriers to self- and peer-assessment and engage in open communication with stakeholders for improvement. They also contribute to curriculum discussions based on classroom results.

	EFL lecturers CAN propose strategies to improve validity by revising test items, adjusting scoring criteria, and modifying administration procedures. They regularly update assessment content to reflect changes in language use and real-world contexts.

	LEVEL 2 EMERGENT
	EFL lecturers CAN explain how grammar, sociolinguistics, strategy use, and communication skills build language competence. They outline the assessment process, clarify purposes, and assess the impact on teaching and outcomes. Lecturers identify learning needs, set evaluation criteria, and ensure alignment of methods with targets and goals. They create realistic tasks, adapt tools, and use digital resources as needed. Lecturers refine scoring criteria and engage in collaborative reviews to improve assessments.
	EFL lecturers CAN clearly communicate exam procedures and requirements to students, addressing any queries to reduce ambiguity and stress. They ensure consistent evaluation by matching student performances with scoring criteria and making notes for detailed feedback. Through collaborative scoring, they apply rubric criteria and reach consensus with other scorers. Lecturers analyze data to infer student strengths and weaknesses, providing feedback aligned with assessment targets and setting clear goals for improvement. They also offer structured tools like checklists or rubrics to enhance self- and peer-assessments.
	EFL lecturers CAN analyze the alignment of test items, scoring methods, and administration procedures with assessment targets to ensure effectiveness. They assess the consistency of language assessments by reviewing result uniformity and scoring procedures. Lecturers evaluate task authenticity by examining how well the settings and content reflect real-life language use. They also analyze test-takers' application of language abilities, looking for meaningful, practical use and problem-solving. Based on data and feedback, they evaluate the educational and social outcomes of assessments and reflect on administrative feasibility, identifying areas for process improvement.

	LEVEL 1
BASIC
	EFL lecturers CAN understand key aspects of language competence, including grammar, sociolinguistics, strategy, and pragmatics. They describe basic assessment steps, recognize the purposes of various assessments, and outline guidelines. Lecturers define learning outcomes, assess cultural factors, and list targets to clarify activities. They evaluate methods, learner needs, and current practices, identifying areas for adaptation. Lecturers align task types with course constraints, select appropriate inputs, and consider technological needs. They create clear instructions, develop simple scoring tools, and prepare tasks for collaborative review with colleagues.
	EFL lecturers CAN engage colleagues in collaborative reviews to improve assessment tasks. They prepare and communicate clear instructions for students, ensuring understanding of procedures and requirements. Lecturers apply rubrics to assess performances, maintain consistency and fairness, and collaborate with other scorers to establish scoring norms. They analyze assessment results to identify trends and patterns, ensuring feedback aligns with assessment targets and identifies areas for student improvement.
	EFL lecturers CAN introduce self- and peer-assessment to students, emphasizing their learning benefits. They communicate assessment results clearly to stakeholders, such as students and department heads. Lecturers identify potential threats to validity, like non-representative content, and address issues affecting reliability, such as scorer inconsistencies or ambiguous items. They review language assessment tasks for relevance and real-world alignment, ensuring tasks engage test-takers in meaningful language use.


Compared to existing tools like the Assessment Literacy Inventory (Campbell et al., 2002) and the Classroom Assessment Literacy Inventory (Mertler, 2003), the LALS offers a more detailed and practical evaluation of teacher development. While many other scales focus mainly on theoretical knowledge, such as the Language Assessment Knowledge Scale by Ölmezer-Öztürk & Aydin (2018), the LALS emphasizes skill development throughout the entire assessment process, preparation, implementation, and revision. The scale’s detailed quality criteria provide lecturers with clear and actionable guidance for improving their assessment practices in real-world settings.
Although designed for the Vietnamese EFL context, the LALS’s competence-based structure and behavioral criteria make it suitable for use in various educational environments. This flexibility sets it apart from other tools that are often limited to specific contexts. The LALS addresses all aspects of the assessment process, helping lecturers develop the skills needed to manage the complexities of modern language assessment. Additionally, it overcomes limitations found in earlier self-report instruments, such as the Assessment Literacy Inventory (Campbell et al., 2002) and the LAL-RV (Tu, 2023), which had issues with reliability and validity. The LALS, in contrast, was developed and refined through several rounds of expert reviews, focus groups, and trial testing. The LALS accurately measures teacher competencies across a broad range of proficiency levels. Both Classical and Rasch analyses confirm its strong psychometric properties. Fit statistics and item-rest discrimination estimates show that the items effectively measure the LAL construct. The high item separation reliability (r=0.92) indicates that the items are well-distributed along the difficulty continuum, and the significant chi-square test (p < 0.05) confirms that the items differ meaningfully in difficulty, validating the scale’s ability to distinguish between different levels of teacher proficiency. The scale’s moderate person separation reliability (r=0.68) and expected posteriori/plausible value (EAP/PV) reliability index (0.70) further demonstrate its reliability in identifying teacher abilities. The person-item threshold map reveals a strong alignment between teacher competence levels (3.79 logits) and the range of difficulty for the behavioral descriptors (3.59 logits), confirming the scale’s suitability for the target group.
The rigorous development process enhances the scale’s objectivity and strengthens its psychometric validity. The strong alignment between teacher competencies and item difficulty, supported by reliability and fit statistics, ensures that the scale effectively differentiates teacher proficiency levels. Content analysis of the quality criteria provides clear descriptions of different proficiency levels, helping to accurately measure competence in language assessment. The LALS follows Messick’s (1989, 1995) unified concept of validity, as outlined by the Standards for Educational and Psychological Testing (AERA et al., 2014). Based on the Dreyfus & Dreyfus (1986) skill acquisition model, the scale offers a structured pathway for lecturers to progress from basic to expert, as shown in Table 9.1. By combining a literature review, expert feedback, focus groups, and Rasch model psychometric analysis, the LALS serves as a valid and reliable tool for assessing and improving language assessment literacy in Vietnam and beyond.
In conclusion, the LALS represents a significant improvement over earlier assessment tools. It provides a competence-based framework for tracking skill development and offers practical, detailed criteria to help lecturers improve their assessment practices. This adaptable model sets a new benchmark for assessing and promoting LAL, offering a structured and effective approach to supporting lecturers’ professional growth in language teaching.
9.1.2. Distinctiveness of the Vietnamese LAL scale
The developed Vietnamese LALS is distinctive for its comprehensive integration of cultural, contextual, and policy-specific elements, making it uniquely suited to Vietnam’s educational environment. Unlike international frameworks that often assume universal applicability, the Vietnamese scale prioritizes cultural relevance by incorporating local adaptations. For example, it emphasizes adjusting assessment targets to match cultural and situational factors, ensuring assessments are meaningful and aligned with the socio-cultural context of Vietnamese learners.

Policy alignment is another key feature of the scale. It explicitly integrates guidelines from the MOET, the KNLNNVN framework, and the NFLP. This alignment ensures the scale supports Vietnam’s national objectives for language proficiency development, emphasizing familiarity with local protocols and assessment standards. Such an approach provides a level of contextual specificity that is often absent in international frameworks.

The Vietnamese LALS also stands out for its sensitivity to resource constraints commonly faced in Vietnam’s educational system, such as large class sizes and limited technology. It promotes the development of assessment tasks that are both practical and feasible, taking into account the availability of resources and infrastructure. For example, the scale encourages assessing technological needs and applying tools that align with these constraints, a nuanced consideration that international frameworks frequently overlook by assuming ideal conditions.

Ethical considerations are deeply embedded within the scale, with an emphasis on fairness, reliability, and validity in the Vietnamese context. These principles are tailored to ensure that assessments are transparent and aligned with the values of the local education system. While international frameworks address ethics broadly, the Vietnamese scale provides localized applications of these principles.

The integration of technology is carefully balanced in the Vietnamese LALS. While it encourages the use of digital tools to modernize assessment practices, it also acknowledges infrastructural limitations in Vietnamese schools. By promoting technology use that is realistic and resource-sensitive, the scale aligns with Vietnam’s digital transformation goals while remaining practical for educators.

Another distinctive feature is the developmental approach embedded in the scale, which provides a structured pathway for EFL lecturers to refine their competencies over time. This progression model is complemented by a focus on designing tasks that simulate real-world scenarios and foster intercultural competence, preparing students for global job markets and culturally diverse environments.

Collaboration and professional development are central to the scale’s design. It encourages the validation and refinement of assessment tasks through collective practices, reflecting Vietnam’s emphasis on communal professional development. Quality assurance is further reinforced by the use of advanced psychometric validation techniques, including Rasch analysis and fit statistics, ensuring high levels of reliability and validity.

In sum, the Vietnamese LALS sets itself apart by integrating cultural relevance, policy alignment, resource sensitivity, ethical considerations, and technological pragmatism into a comprehensive framework. Its localized approach and developmental design make it a model for addressing the specific needs of educators and learners in Vietnam, while also providing insights for adaptation in other resource-limited contexts.

9.1.3. Evidence for validity of the scale: A summary
9.1.3.1. Evidence justifying the domain description inference
[RQ 1: Domain description inference]: To what extent do the criteria in the LALS accurately represent the LAL construct for V-EFLLs, as determined by expert feedback and content relevance?

The first assumption is supported by evidence showing that the scale criteria were developed and refined through a thorough review of theoretical, intuitive, and empirical sources during both the development and trial stages. This approach ensured that the items were based on established LAL theories, existing scales, empirical research, and expert feedback, accurately reflecting the competencies needed by V-EFLLs. The combination of these sources confirms that the scale is both theoretically grounded and practically relevant. The second assumption is partly supported by consultations with experts throughout the scale development phase, followed by further refinement during the trial stage. These consultations helped clarify the key aspects of LAL and ensured that the items were suitable and relevant for use in the Vietnamese EFL context.
The development of the LALS involved expert feedback, a detailed literature review, and alignment with established LAL frameworks. This process ensured that the items captured the specific knowledge, skills, and abilities required by EFL lecturers in Vietnam. To validate the scale, multiple methods were used, including expert consensus, focus group discussions, and psychometric analysis. These methods provided strong evidence that the items accurately reflected the necessary competencies.
An iterative feedback process played a key role in refining the scale. Experts in language assessment reviewed the items for clarity, relevance, and representation. Their feedback was incorporated into the final version, ensuring that the items reflected the essential competencies for EFL lecturers. For example, during focus groups, experts suggested revisions to items related to “adapting assessment tools” and “evaluating assessment practices” to better align with the Vietnamese EFL teaching context. This feedback ensured the items were practical and relevant to the needs of the lecturers. The items were based on key theoretical models of LAL, ensuring they aligned with both the theoretical and practical aspects of the field. The literature review provided a strong foundation for identifying the core knowledge and skills to be assessed, such as understanding basic assessment principles, developing and adapting assessment tools, and evaluating assessment practices.
In summary, the items in the LALS accurately represent the essential knowledge, skills, and abilities for V-EFLLs. This conclusion is supported by expert feedback, alignment with theoretical LAL frameworks, all of which confirm the scale’s validity and reliability. As a result, the LALS is a highly effective tool for assessing key competencies in LAL among EFL lecturers in Vietnam. 
9.1.3.2. Evidence justifying the evaluation inference
[RQ 2: Evaluation inference]: To what extent do the criteria of the LALS for V-EFLLs demonstrate satisfactory psychometric properties to ensure reliable and valid measurement?
The analysis of the LALS provides strong evidence that the components of the scale exhibit satisfactory psychometric properties, confirming its reliability and validity for assessing the competencies of V-EFLLs. Several aspects of the scale’s psychometric properties were evaluated, including item difficulty, discrimination, and internal consistency, as discussed in the following sections:
The Rasch analysis conducted on the 39-item scale demonstrated that the items were appropriately distributed across a wide range of difficulty levels, ensuring the scale could assess both basic and expert lecturers. The Thurstonian thresholds (reported in Logit values) showed increasing levels of difficulty for different items, capturing the diversity of abilities among respondents. The person-item map (Wright map) provided further confirmation that the item difficulty levels matched the range of competence among the V-EFLLs, ensuring a balanced and reliable assessment across varying proficiency levels.
The items displayed strong discrimination indices, verified through item-rest correlations and point-biserial correlations. The majority of items exceeded the threshold for satisfactory discrimination (above 0.2), indicating their ability to effectively differentiate between individuals with varying levels of LAL. Items such as Q223, Q233, and Q235 exhibited high discrimination indices (0.60 and above), underscoring their significant contribution to distinguishing between respondents of different proficiency levels. Items with lower discrimination indices, such as Q214 (0.29), while still acceptable, were identified for potential refinement to improve their discriminative power.
The internal consistency of the LALS was measured using Cronbach’s alpha, which revealed high reliability across the items. The alpha value indicated strong internal coherence among the items, confirming that they worked well together to measure the underlying construct of LAL. This high internal consistency reinforced the reliability of the scale as a valid tool for assessing the competencies of V-EFLLs. The Rasch model fit statistics confirmed that the items performed well within the model's expectations. Most items exhibited mean-square (MNSQ) values close to 1, indicating a good fit between the data and the Rasch model. The unidimensionality of the scale was also confirmed, with the analysis demonstrating that the items consistently measured a single latent trait, LAL, without evidence of multidimensionality. This supports the conclusion that the LALS is valid and reliable for assessing the targeted competencies in V-EFLLs.
9.1.2.3. Evidence justifying the generalization inference
[RQ 3: Generalization inference]:  How generalizable are the LALS scores across different demographic groups and levels of experience among the studied V-EFLLs? 

The evidence gathered in this study supports the generalizability of the LALS across these diverse subgroups. Weighted mean square (MNSQ) fit statistics showed that the items on the LALS performed consistently across regions, genders, and experience levels. Most items fell within the acceptable MNSQ range, indicating that the scale is able to measure LAL reliably across various demographic categories. This consistency in item performance suggests that the scale captures the LAL construct effectively, regardless of regional or gender differences. Item separation reliability (r = 0.892) and the Item separation index (2.92) provided further evidence of generalizability. These metrics demonstrated that the items are appropriately spread out in terms of difficulty, allowing the scale to differentiate between respondents with varying levels of LAL. The separation index also confirmed that the scale is able to distinguish reliably between different levels of ability, making it suitable for a broad range of participants with diverse experiences. Rasch analysis offered additional support for the generalizability of the scale by confirming high score consistency across different participant samples. The analysis showed that the hierarchy of item difficulty and endorsability remained stable across demographic subgroups, ensuring that the scale’s results can be generalized beyond the specific samples tested in this study. This means that the LALS remains reliable and valid even when applied to a different cohort of V-EFLLs.
Although the findings strongly support the generalizability of the LALS, some adjustments were recommended based on the analysis of misfitting items. Specifically, three items (Items 4, 5, and 27) were identified as having MNSQ values that exceeded acceptable ranges. These misfit items suggest inconsistencies in how participants responded to them across different groups, which could weaken the scale's overall performance. By removing these misfitting items, the scale’s precision and consistency across subgroups would be improved. This adjustment would help ensure that the scale more accurately captures the intended construct of LAL, thereby enhancing both its reliability and generalizability across all demographic groups and experience levels.
9.1.3.4. Evidence justifying the explanation inference
[RQ 4: Explanation inference]: How well do V-EFLLs’ self-ratings on the LALS reflect their actual LAL competencies, and to what extent do the items effectively differentiate their proficiency levels? 

The findings demonstrate that the LALS effectively reflects the underlying construct of LAL and distinguishes V-EFLLs’ proficiency across varying competency levels. Through the analysis of the variable map and Rasch modeling, the study shows that the scale successfully aligns teacher competence levels with item difficulty, supporting the appropriateness of the scale for this population.
The results revealed a clear distribution of item difficulty and teacher abilities, ranging from -2 to +3 logits, with a close alignment between the item mean (0 logits) and person mean (0.21 logits). This proximity confirms that the scale items are well-matched to the lecturers’ competencies, allowing for meaningful differentiation between proficiency levels. The use of Wright maps and content analysis further supported this alignment, showing that the scale differentiates between basic and expert language assessment, with hierarchical and developmental performance behaviors observable at each level. Moreover, the LALS’s psychometric properties, including good fit statistics and high item separation reliability (r=0.92), confirm the scale’s ability to measure the intended construct reliably. The scale’s moderate person separation reliability (r=0.68) and acceptable reliability indices (EAP/PV = 0.70) indicate that it can effectively distinguish underlying abilities among lecturers. In conclusion, the LALS has demonstrated strong construct validity and has successfully differentiated between varying levels of LAL proficiency among V-EFLLs. 
In summary, the LALS has been effectively developed and validated as a reliable and valid instrument for measuring the LAL of V-EFLLs. The comprehensive development process, grounded in both theoretical frameworks and expert feedback, combined with strong psychometric validation through empirical analysis, demonstrates that the scale meets its intended objectives. The study’s findings confirm that the scale accurately assesses the essential competencies in LAL, which are pivotal for the professional growth of EFL lecturers in Vietnam. The following section will explore the broader methodological and pedagogical implications of these findings, providing recommendations for researchers and stakeholders involved in LAL and teacher education.
9.2. Implications
The findings of the present study have a number of important implications. The implications could inform the development of theory, pedagogy, and methodology in relation to the teaching and learning of language assessment in the EFL classroom context.
9.2.1. Theoretical implications
This study makes significant theoretical contributions by highlighting the context-specific nature of LAL, emphasizing the importance of ongoing professional development, and validating a framework that assesses LAL in Vietnamese higher education.
9.2.1.1. LAL conceptualization
The study introduces a competence-based approach to defining LAL, emphasizing that LAL is not merely a set of fixed knowledge and skills but an evolving competency that integrates a teacher’s ability to understand, adapt, and apply assessment principles in various teaching contexts. This new definition broadens the scope of LAL, acknowledging its developmental nature and emphasizing the continuous learning and adaptation required as lecturers progress from basic to expert assessors. By conceptualizing LAL as a dynamic competency rather than a static skill set, the study highlights the need for ongoing professional development that addresses both traditional assessment knowledge and the integration of new technologies and methods.
The study’s focus has theoretical implications for the conceptualization of LAL in non-Western contexts. Much of the existing literature on LAL has focused on Western or global perspectives, but this research contributes by providing an in-depth analysis of how LAL competencies are understood and operationalized within Vietnamese higher education. The findings highlight that certain competency, such as adapting assessment practices to align with local educational policies or effectively using digital tools in assessment, are particularly crucial for Vietnamese lecturers. This suggests that LAL frameworks should be localized, recognizing the unique challenges, educational policies, and assessment cultures present in specific regions, rather than relying solely on global models.
This study also expands the understanding of LAL by incorporating professional development as a key factor in enhancing LAL competencies. Continuous professional development was found to be essential for improving lecturers' assessment abilities, especially as assessment practices evolve with the increasing use of digital tools and innovative teaching methodologies. The dynamic and multidimensional nature of LAL, requiring engagement with both traditional assessment principles and modern technological advancements, emphasizes the importance of ongoing learning and adaptation. Lecturers need opportunities to reflect on and refine their practices, ensuring that they stay up to date with changes in assessment trends and technologies, especially in contexts where the educational landscape is rapidly evolving.
9.2.1.2. Validation process using the argument-based framework
One of the key theoretical contributions of this study is the use of the argument-based validation framework to guide the development and validation of the LALS for V-EFLLs. This framework, grounded in Kane’s (2006) and Chapell et al’s (2008) approach, enabled a systematic and structured validation process that integrated both qualitative and quantitative evidence to support the use and interpretation of the LALS. In this study, four inferences, domain description, evaluation, generalization, and explanation, were thoroughly investigated. The study successfully validated these inferences by employing expert reviews, focus groups, and psychometric analyses (Rasch and CTT). These steps ensured that the scale items reflected the necessary competencies in LAL, demonstrated appropriate psychometric properties, and could differentiate between lecturers’ proficiency levels.
A unique aspect of this methodological approach is its capacity to link multiple sources of evidence, including empirical data and expert consensus, into a coherent validation argument. This allowed the study to not only validate the LALS but also contextualize its applicability within the specific professional development needs of V-EFLLs.
However, it is important to note that while the study successfully validated the LALS, certain inferences, such as extrapolation and utilization, were not fully covered. This presents a limitation of the validation process, as these inferences play a crucial role in understanding how the scale’s results can be generalized beyond the study’s specific context and used to inform broader educational decisions. Future studies may need to address these inferences to provide a more comprehensive validation framework.
9.2.2. Methodological implications 
This study offers significant methodological contributions in the areas of developmental assessment approaches, expertise development, and Rasch model applications.
8.2.2.1. Developmental assessment approaches to LAL
A key methodological contribution of this study is the application of the developmental continuum concept, which views competence as a progression of observable and measurable tasks ordered by increasing levels of proficiency. This aligns with models such as Dreyfus and Dreyfus’s (1986) five-stage model of skill acquisition and Vygotsky’s (1978) ZPD, which underscore the idea of competence growth through guided learning and experience. In the context of LAL, this approach provides a structured framework for understanding the development of AL over time, allowing for continuous refinement based on real-world teaching practices and digital assessment challenges faced by V-EFLLs. The study also adopts an iterative validation process, like the Delphi method and Nominal Group Techniques used in developing competency frameworks. By integrating psychometric testing procedures like the Rasch model, the study ensures that the LALS is valid, reliable, and adaptable to the local context. This combination of expert consensus and statistical analysis provides empirical evidence for the underlying competence continua and helps reveal the developmental pathways of LAL in Vietnamese higher education.
Moreover, this study’s approach offers solutions to many challenges typically encountered in scale development, such as the lack of validity evidence, the separation of assessment from instruction, and concerns about scoring reliability. By incorporating local educational practices and feedback from Vietnamese educators, the LALS developed here avoids the criticism of context irrelevance, ensuring its applicability to actual classroom conditions.
Given the robust evidence collected in this study, the application of the developmental assessment approach to instrument development in other areas of language assessment is highly recommended for future researchers. As seen in the field of competency development across various professions such as nursing, healthcare, and teaching, the developmental approach has proven effective. Thus, it is highly likely that this approach can be extended to other professional skills beyond language skills.
9.2.2.2. Model of skill acquisition in LAL development
The Dreyfus and Dreyfus model of skill acquisition (1980, 1986) is highly relevant to this study’s understanding of LAL as a progressive set of competencies. Using this model, the study outlines the developmental stages of LAL for V-EFLLs, highlighting key skills such as knowledge of assessment principles, ethical considerations, and digital literacy.
The Dreyfus model describes expertise development in five stages, from basic to expert, where individuals gradually gain theoretical knowledge and practical experience through real-world learning. This process closely reflects how V-EFLLs develop their LAL competencies. They begin with basic knowledge and move toward more advanced use of assessment practices in both traditional and digital classroom environments. 
This study enhances the understanding of LAL by organizing it into observable and measurable stages, consistent with Dreyfus’ model. The LALS developed in this research provides a structured framework that reflects increasing levels of proficiency, which can help guide professional development programs. Educators can use this framework to assess their current skill level and track their progress towards becoming experts. Based on the insights from Dreyfus’ model, future research could apply this framework to other language-related skills, such as digital literacy or intercultural competence. Further studies should also explore how the developmental stages identified in this study could be adapted to different educational settings. This would help determine if the basic-to-expert progression in LAL is consistent across various regions and educational systems. Additionally, researchers could extend the Dreyfus model to examine how digital transformation influences the development of AL, especially as digital tools play an increasingly important role in education worldwide.
9.2.2.3. Application of Rasch models in scale development and validation
This study contributes to the theoretical understanding of Rasch models by illustrating how they can be used to provide robust generalizability evidence and refine the internal structure of new constructs, such as LAL. The application of both unidimensional and multidimensional Rasch models offered deeper insights into the relationships between assessment indicators, competencies, and rater behaviors, enabling the verification of the scale’s assumptions. These findings are consistent with the broader literature that supports the use of Rasch models to enhance construct validity and reliability, particularly in language assessment research. Furthermore, Rasch models allowed for the comparison of item difficulty and lecturer ability on the same scale, providing a clearer picture of how LAL competencies are distributed across different levels of expertise. This aligns with Glaser’s (1981) framework of competence, which interprets proficiency along a continuum from basic to expert. The mathematical precision of the Rasch model facilitates a better understanding of how lecturers’ abilities match the difficulty of assessment tasks, reinforcing the progressive nature of LAL development.
In conclusion, the use of Rasch models in this study highlights their effectiveness in validating and refining assessment instruments. Future research should continue to explore the application of Rasch models in different educational contexts to further strengthen their role in scale development and validation, especially in complex and multidimensional constructs like LAL.
9.2.3. Pedagogical implications
The development and validation of the LALS hold significant pedagogical implications for both V-EFLLs and educational institutions. By offering a structured, evidence-based tool to assess and develop lecturers’ competence in language assessment, the LALS supports individual professional growth, institutional advancement, and continuous learning.
9.2.3.1. Empowering lecturers’ self-assessment and informed pedagogical practices
A key benefit of the LALS is that it allows V-EFLLs to actively engage in self-assessment. By using the scale, lecturers are encouraged to reflect on their current level of competence in language assessment, helping them identify their strengths as well as areas for improvement. This process of self-reflection promotes self-directed learning, where lecturers can take control of their own professional development. The LALS enables lecturers to not only assess their current competence but also guide their development in language assessment practices, helping them scaffold their expertise over time. As suggested by Abbott-Chapman et al. (1993), lecturers can position themselves along a developmental continuum, identifying what they need to learn to move forward. This makes the scale an essential tool for continuous professional growth.
The LALS also plays a crucial role in refining pedagogical practices. By offering a clear understanding of their current LAL, lecturers gain insight into their abilities, which allows them to implement formative and summative assessments that align with best practices. This heightened awareness leads to the design of fair and transparent assessments, ultimately improving the accuracy of evaluations and enhancing student learning outcomes.
The LALS encourages reflective teaching practices by prompting lecturers to regularly evaluate and improve their assessment methods. Reflection is a critical aspect of professional development, allowing lecturers to consider how their assessments impact student learning and what improvements can be made. Reflective teaching, guided by the LALS, can lead to increased self-awareness regarding the effectiveness of assessments, contributing to more meaningful and student-centered evaluations. This reflective practice encourages lecturers to move beyond routine testing and to consider how assessments can be used as learning tools that provide valuable feedback and promote student growth. Lecturers who engage in reflective assessment practices are more likely to develop innovative approaches that cater to their students’ needs.
9.2.3.2. Guiding lecturers’ professional development
The LALS serves as a comprehensive guide for lecturers to develop their LAL, offering detailed descriptions of various competence levels. This enables lecturers to clearly identify their current standing and understand the steps necessary for improvement. Such clarity is vital for sustained professional growth, as it supports lecturers in refining their skills to meet evolving language assessment demands. By highlighting specific knowledge gaps, the scale equips lecturers with targeted strategies to advance to higher levels of competence.
The LALS also provides lecturers with a clear path for development in LAL. It includes detailed descriptions of different levels of competence, allowing lecturers to see where they currently stand and what they need to do to improve. This clear understanding of progression is essential for long-term professional growth, as it helps teachers continuously improve their skills in response to changing demands in language assessment. By clearly identifying gaps in knowledge, the scale provides lecturers with the tools they need to advance to higher levels of competence.
Another important implication of the LALS is its integration into instructional practices. It can be used in a variety of contexts, such as training programs, induction courses, and ongoing professional development workshops. By incorporating the LALS into these programs, institutions can make LAL a regular part of lecturers’ professional development. Lecturers can use the scale to periodically reassess their progress, allowing them to make informed decisions about their teaching strategies. This regular use of the scale reinforces the idea that LAL is not just a standalone skill but an important part of effective teaching and learning.
9.2.3.3. Enhanced teacher training programs
The development and validation of the LALS present significant opportunities for enhancing both pre-service and in-service teacher training programs for V-EFLLs. The LALS also holds potential as a diagnostic tool for institutions, offering valuable data for the design of professional development programs tailored to different proficiency levels. By identifying where each teacher stands in terms of their LAL, institutions can make informed decisions regarding the allocation of resources for professional development, mentorship, and training programs (Rogier, 2014). For instance, as part of an induction or professional development course, lecturers could use the LALS to assess their competence in language assessment at the start of the program. The self-assessment results would then allow institutions to generate reports outlining lecturers’ current expertise and the areas in which they need to improve. Such diagnostic insight enables institutions to tailor their professional development efforts to address specific needs, ensuring that lecturers receive appropriate support at each stage of their development (Griffin et al., 2007). 
In pre-service teacher education, the LALS can serve as a foundation for designing a dedicated course on language assessment, ensuring that AL is emphasized from the beginning. By integrating the LALS into these programs, educational institutions can prepare future EFL lecturers to effectively evaluate students’ language abilities using appropriate tools and techniques. This approach ensures that AL becomes a core element of teacher training, rather than an afterthought. Exposing pre-service teachers to the LALS early in their education equips them with the skills to design, implement, and interpret both formative and summative assessments. 
In in-service training, the LALS provides data that institutions can use to develop professional development programs suited to different proficiency levels. By assessing lecturers’ competence at the outset of a program, institutions can generate reports that highlight areas for improvement, allowing them to allocate resources effectively. Personalized mentorship, training, and ongoing professional development tailored to individual teachers’ needs ensure continuous growth. Regular use of the LALS throughout teachers’ careers supports long-term professional development.
9.3. Limitations of the study
While this study provides valuable insights into the development and validation of a LALS for V-EFLLs, several limitations should be acknowledged. These limitations do not undermine the overall findings but suggest areas for further exploration and improvement in future research.
9.3.1. Data sample considerations
The study faced several limitations related to the data sample. First, the recruitment of participants was geographically limited. Due to geographical barriers, it was challenging to collect data from institutions in the central and southern regions of Vietnam. As a result, the majority of participants were drawn from northern regions, particularly Hanoi, which may limit the generalizability of the findings to other regions where educational practices and institutional contexts may differ.
Another limitation pertains to the representativeness of the sample in terms of participants’ educational and professional backgrounds. Although the total sample size (n = 177) was sufficient for scale validation, the participants’ academic qualifications were predominantly at the master’s level, with relatively fewer participants holding bachelor’s or doctoral degrees. This homogeneity may have limited the study’s ability to explore how different educational backgrounds influence lecturers’ perceptions of their LAL. Future research should aim to include a more diverse sample, both geographically and professionally, to ensure the broader applicability of the LALS.
9.3.2. Scale considerations
The scales used in this study, while adapted from previous research, were self-report measures. Although the psychometric properties of the LALS were confirmed through reliability and validity testing, self-assessment tools may not fully capture the lecturers’ actual competencies in language assessment. Future research could enhance the validity of the scale by incorporating multiple data sources, such as classroom observations, third-party evaluations, and teacher portfolios. These additional sources would provide a more comprehensive assessment of lecturers’ LAL.

Developing and validating the LALS also presented several methodological challenges. First, similar to other studies on L2 assessment, there was limited empirical research on LAL in the context of Vietnamese EFL education. While the study relied on a strong theoretical foundation, the lack of extensive empirical research on LAL made it necessary to adapt constructs from related fields, such as language assessment and professional development. This reliance on theoretical assumptions, rather than on a well-established empirical base, suggests the need for further research to empirically validate the theoretical constructs of LAL in diverse contexts.

Additionally, the suggested cut-off scores for each competency level were designed specifically for the current sample and may not be applicable across all educational contexts or populations. For these cut-off scores to be validated for broader and long-term use, additional studies are needed to re-evaluate and refine them. Repeated applications of the scale across different cohorts of V-EFLLs would be essential to confirm the stability and accuracy of these cut-off points, ensuring they reliably differentiate competency levels over time and in varied settings.

The LALS serves as a developmental tool for V-EFLLs to assess and enhance their language assessment skills. Lecturers should use the scale to identify their current competencies, set achievable goals for skill improvement, and periodically self-assess progress. Institutions are encouraged to integrate the scale into professional development programs.

In teacher training programs, the LALS can be embedded into both pre-service and in-service contexts. Pre-service programs can introduce the scale through case studies and simulated classroom tasks, familiarizing trainee teachers with essential AL skills. In-service programs can utilize the scale in workshops that focus on specific stages and practical applications relevant to the Vietnamese context. Data from the scale can inform curriculum updates, research, and policy development on AL in Vietnamese higher education. Annual expert reviews of the scale are recommended to incorporate new theories and ensure its continued relevance. 

In terms of recommended minimum score level, lecturers should aim to reach at least a Level 2 (Emergent) score across all stages. This foundational level indicates essential skills for effective assessment practices, meeting the minimum standards expected in Vietnamese higher education.
9.4. Areas for continued researches
While this study has achieved its objective of developing and validating a LALS for V-EFLLs, several areas remain open for further exploration. These recommendations address methodological refinements and offer insights for expanding the scope of LAL research across diverse contexts.

First, although the instruments developed in this study are based on relevant literature, expert input, and rigorous statistical measures, further empirical studies are necessary to confirm the scale’s psychometric properties across different educational settings. Future research could examine item fit, response category functioning, and any category disordering or low frequency issues. Additionally, understanding how external factors, such as teacher backgrounds or regional contexts, interact with teachers’ assessment practices would enhance the scale’s robustness and applicability.

The reliance on self-report measures in this study underscores the need to explore alternative data collection methods. Future research could incorporate observational data, teacher portfolios, or external evaluations to verify teachers’ self-assessed LAL. Triangulating these multiple data sources would provide a deeper understanding of how self-reported competencies align with actual classroom performance, offering a more comprehensive view of LAL.

Geographic and institutional variations present another promising avenue for research. Given the challenges of data collection from central and southern regions of Vietnam, future studies should prioritize these areas to assess whether regional differences impact teachers’ perceptions and practices. Additionally, examining how factors like educational qualifications and professional development opportunities influence LAL could provide valuable insights into the scale’s relevance across diverse teacher groups.

This study also highlights the potential of developmental assessment theories for instrument validation. Future researchers are encouraged to replicate and extend this approach, particularly through Rasch modeling techniques, to examine rater inconsistencies and task effects. Applying many-facet Rasch models could reveal how different factors influence assessment outcomes, providing a richer understanding of the complexities involved in LAL.

While preliminary cut-off scores were proposed to categorize competency levels within the LALS, these scores are specific to the current sample and may not generalize across broader applications. To apply the scale reliably over the long term and in varied educational contexts, further research should validate these cut-off scores. Testing the LALS across multiple cohorts of V-EFLLs in diverse institutional and regional contexts would confirm the accuracy and stability of these thresholds. Repeated validation efforts would ensure that the cut-off scores reliably distinguish between competency levels, enhancing the scale’s utility for assessing LAL in Vietnamese and similar educational contexts.

Future studies should also explore how the LALS might be used in broader contexts, such as in other subjects beyond English or in different language learning environments. Investigating how teachers’ LAL impacts their students’ learning outcomes would further clarify the practical benefits of the scale and its role in improving language education.

In conclusion, while this study provides a strong foundation for understanding LAL among Vietnamese EFL teachers, continued research is essential to validate and expand these findings. By addressing current limitations and exploring new research avenues, researchers can further develop LAL instruments that are both contextually relevant and empirically sound, contributing significantly to the field of LAL.
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APPENDICES
APPENDIX A: The first draft of competencies and performance indicators for EFL Vietnamese lecturers’ LAL (Developed from literature review)
	Competencies
	Performance indicators
	Quality Criteria

	1.1. Understanding fundamental concepts in the field of competence-based language assessment and language assessment frameworks in Vietnam

	1.1.1. Describe the differences among the terms, that is assessment, tests, measurements and evaluations 
	1.1.1.1. Explain the distinctions between the terms, highlighting their unique characteristics.
1.1.1.2. Apply knowledge of the differences to categorize examples accurately.
1.1.1.3. Evaluate the effectiveness of using each term appropriately in educational contexts, considering their implications for student learning and instructional design.

	
	1.1.2. Recall fundamental ideas and theories related to language assessment, such as reliability, validity, practicality, and authenticity
	1.1.2.1. Define and recall those fundamental ideas and theories.
1.1.2.2. Articulate their practical implications for language assessment.
1.1.2.3. Apply those concepts to designing and implementing language assessments.

	
	1.1.3. Identify components (i.e. proficiency levels, descriptors, and assessment domains) of widely used language proficiency frameworks (e.g., CEFR, KNLNNVN) 
	1.1.3.1. Identify key elements in these frameworks.
1.1.3.2. Integrate multiple frameworks in assessment design, considering the strengths and limitations of each.
1.1.3.3. Adjust assessments according to established framework requirements and descriptors.

	
	1.1.4. Differentiate language assessment purposes, such as diagnostic, formative, summative, and evaluative.
	1.1.4.1. Describe the differences among language assessments purposes.
1.1.4.2. Apply that knowledge to select appropriate assessment strategies for specific language learning contexts.
1.1.4.3. Develop an appropriate assessment and explain the reasoning behind your choices.

	
	1.1.5. Describe key stages in the language assessment process
	1.1.5.1. List and define the primary stages in language assessment.
1.1.5.2. Analyze the interconnections between different stages 
1.1.5.3. Identify potential challenges or areas for improvement to implement an effective language assessment process.

	
	1.1.6. Demonstrate knowledge of testing and assessment principles and ethics, including reliability, validity, fairness, and objectivity.
	1.1.6.1. Summarize ethical considerations associated with various aspects of assessment.
1.1.6.2. Identify inappropriate uses of assessment outcomes, such as unfair pass/fail or selection decisions. 
1.1.6.3. Criticize test items for bias related to race, gender, religion, or socio-economic status.

	
	1.1.7. Identify Vietnamese directives and language assessment guidelines for tertiary level
	1.1.7.1. Recall key directives and language assessment guidelines specific to Vietnamese tertiary education.
1.1.7.2. Apply those guidelines to develop or modify assessment tasks for specific courses.
1.1.7.3. Propose strategies for implementing those guidelines in diverse educational contexts within Vietnam.

	1.2. Defining competence-based language assessment targets 
	1.2.1. Justify the importance of learning targets in instruction practices and assessment.
	1.2.1.1. Explain why specific learning targets are considered important in guiding instruction and assessment practices.
1.2.1.2. Apply knowledge of the importance of specific learning targets to design instructional activities and assessments for a given educational context.
1.2.1.3. Recommend adjustments in setting learning targets if necessary.

	
	1.2.2. Include main components in a language assessment target, namely target knowledge/skill, performance level, and conditions in which this performance level is reached. 
	1.2.2.1. List and define the key components that should be included in a language assessment target.
1.2.2.2. Explain the significance of each component in a language assessment target and how they contribute to a comprehensive understanding of student achievement.
1.2.2.3. Develop a language assessment target that includes the key components. 

	
	1.2.3. Name the desirable qualities of  learning targets, such as learner-centered, performance-centered, and content-centered
	1.2.3.1. Explain the significance of each desirable quality in specific learning targets and how they contribute to effective instruction.
1.2.3.2. Apply knowledge of desirable qualities to assess and enhance the effectiveness of existing learning targets.
1.2.3.3. Synthesize knowledge of desirable qualities to design a guide for educators on creating optimal learning targets.  

	
	1.2.4. Set language learning targets according to  the university’s English curriculum and syllabus requirements 
	1.2.4.1. Define the overall learning objectives for a language assessment task.
1.2.4.2. Break down the broader language objectives into specific language skills, such as listening, speaking, reading, and writing. 
1.2.4.3. Propose strategies for adapting language learning targets to different student populations or linguistic contexts. 

	
	1.2.5. Integrate students’ prior knowledge and experiences in defining language assessment targets.
	1.2.5.1. Describe how students' prior knowledge can shape the instructional approach 
1.2.5.2. Identify students’ strengths and weaknesses to meet their diverse learning needs.
1.2.5.3. Integrate students' prior knowledge into lesson planning and instructional design.

	
	1.2.6. Refer to relevant language proficiency frameworks in designing language assessment targets to identify skills and components that should be assessed (such as the CEFR, KNLNNVN, etc.)
	1.2.6.1. Explain the purpose and significance of referring to language proficiency frameworks in guiding language assessment.
1.2.6.2. Apply knowledge of language proficiency frameworks to design language assessment targets aligned with specified language skills.
1.2.6.3. Propose modifications to existing language assessment practices to better align with language proficiency frameworks.

	
	1.2.7. Refer to the guiding principles of the local school when writing language assessment targets
	1.2.7.1. Identify the specific principles of the school that are directly relevant to language education.

1.2.7.2. Explain how these principles shape language teaching approaches and why they are essential to consider when setting assessment targets.

1.2.7.3. Design language assessment targets that align with the school’s guiding principles, ensuring they reflect and support the institution’s educational values and objectives.

	
	1.2.8. Develop language assessment targets according to accepted learning principles
	1.2.8.1. List and describe key learning principles that guide language education.
1.2.8.2. Explain the significance of aligning language assessment targets with currently accepted learning principles.
1.2.8.1. Create language assessment targets that integrate principles, ensuring they align with the chosen approach.

	
	1.2.9. Develop language assessment targets according to the practical constraints of the course, such as time limits and available teaching resources.
	1.2.9.1. Explain the importance of aligning language assessment targets with practical constraints of the course.
1.2.9.2. Develop a set of language assessment targets that can be feasibly implemented within the allocated time and available teaching resources.
1.2.9.3. Suggest adjustments to align language assessment targets more closely with the practical constraints of the course.

	
	1.2.10. Incorporate contemporary competencies for university students, like critical thinking, research skills and lifelong self-learning skills, into setting assessment targets
	1.2.10.1. Explain the significance of these skills in the context of language learning for university students.
1.2.10.2. Apply knowledge of these skills to design language assessment targets.
1.2.10.3. Develop a comprehensive set of language assessment targets that integrate these skills across various language proficiency levels.

	
	1.2.11. Communicate language assessment targets with students to reach their agreement
	1.2.11.1. Share the assessment targets with students at the beginning of the lesson or unit to provide clarity and purpose for the learning activities.
1.2.11.2. Provide a clear explanation of why each assessment target is important for students' language development.
1.2.11.3. Adjust if necessary based on students’ preferences and real teaching context

	1.3. Planning language assessment  methods appropriate for a specific purpose to a specific target population in a specific context 
	1.3.1. Evaluate the benefits and drawbacks of different alternatives in language assessment, i.e selected-response, construct-response, and personal response methods and their accompanying instruments.
	1.3.1.1. Identify common instruments used in language assessment for each method.
1.3.1.2. Apply knowledge of the benefits and drawbacks of projects, assignments, and portfolios to design a language assessment task.
1.3.1.3. Select an appropriate method for particular English teaching assessment situation and justify such a selection

	
	1.3.2. Evaluate the consistency with the school’s guiding documents when choosing an appropriate assessment method.
	1.3.2.1. List the key components or principles outlined in the school's assessment guidelines.
1.3.2.2. Apply knowledge of the school's guiding documents to create assessment tasks that align with the specified principles.
1.3.2.3. Generate innovative language assessment practices that adhere to the principles outlined in the school's guiding documents.

	
	1.3.3. Examine the alignment with the defined purposes in the syllabus when choosing an appropriate assessment method.
	1.3.3.1. Discuss the role of the syllabus in providing a framework for selecting appropriate language assessment methods.
1.3.3.2. Demonstrate the ability to interpret and apply the defined purposes in the syllabus to choose an appropriate language assessment practice.
1.3.3.3. Develop a comprehensive language assessment plan that integrates the defined purposes in the syllabus, ensuring alignment with broader language learning objectives.

	
	1.3.4. Align the assessment instrument with the nature of the subject when choosing an appropriate option (e.g., quiz, assignments, portfolios, etc.).
	1.3.4.1. List the basic characteristics of various assessment instruments commonly used in language assessment.
1.3.4.2. Implement an assessment instrument that is appropriate for a specific language learning context.
1.3.4.3. Generate innovative assessment instruments that address specific challenges or nuances in assessing the subject's content and skills.

	
	1.3.5. Tailor the assessment method to the language proficiency level of the target population when choosing an appropriate option.
	1.3.5.1. Describe how language proficiency levels influence the choice of appropriate assessment methods.
1.3.5.2. Implement an assessment method that aligns with the identified language proficiency level.
1.3.5.3. Generate innovative assessment tasks specifically designed to address the needs and challenges of learners at different language proficiency levels.

	
	1.3.6. Consider the professional outcomes when choosing an appropriate assessment method (e.g. oral examinations and presentations designed for students studying to become tourist guides or interpreters, etc.)
	1.3.6.1. Explain why considering professional outcomes is critical when selecting an assessment method for specific language learners.
1.3.6.2. Implement an assessment method that aligns with the identified professional outcomes.
1.3.6.3. Examine how specific elements of assessment tasks contribute to the development of professional competencies.

	
	1.3.7. Utilize the school’s accessible facilities when choosing an appropriate assessment practice (e.g., cassette players, applications on computers to record voices, etc.).
	1.3.7.1. Discuss the role of technology in facilitating or constraining assessment practices based on available school facilities.
1.3.7.2. Consider accessibility for all students and accommodations for students with special needs.
1.3.7.3. Generate innovative assessment tasks that leverage available facilities to enhance the assessment experience.

	1.4. Constructing competence-based language assessment tasks
	1.4.1. Identify language assessment task specifications’ components, such as purpose, construct, description, scoring, and sample task 
	1.4.1.1. List the basic elements that make up language assessment task specifications.
1.4.1.2. Apply knowledge of language assessment task specifications to design a basic assessment task.
1.4.1.3. Evaluate the clarity and comprehensiveness of task descriptions in relation to language assessment goals.

	
	1.4.2. Generate appropriate materials for designing language assessment tasks
	1.4.2.1.  Evaluate the input materials for assessment-fit specifications
1.4.2.2. Make adjustments to the selected input materials for assessment
1.4.2.3. Incorporate authentic assessments that mirror real-world tasks and situations

	
	1.4.3. Develop relevant language assessment tasks 
	1.4.3.1. Replicate items from sample tests provided in the test specifications 
1.4.3.2. Construct items from a pool of item shells/item stems derived from established items in past test materials 
1.4.3.3.  Rely on different sources to create items accommodating test specifications and input materials 

	
	1.4.4. Write item distractors for a language assessment task
	1.4.4.1. Follow the format of the distractors given in the test specifications or sample tests 
1.4.4.2. Write distractors with reference to guidelines on Dos and Don’ts for writing test item options 
1.4.4.3.  Utilize a range of paraphrasing strategies to construct distractors 

	
	1.4.5. Provide answer keys for a language assessment task
	1.4.5.1. Assign an answer key for each item 
1.4.5.2.  Provide a reference for each answer key 
1.4.5.3.  Justify correct and incorrect answer options based on the evidence from text/script 

	
	1.4.6. Decide item difficulty in a language assessment task
	1.4.6.1. Align items with the descriptors defined in the item blueprint and/or in the six-level English language proficiency framework for Vietnamese learners  
1.4.6.2. Consider the text complexity and cognitive demand/sub-skills required to answer each item 
1.4.6.3. Draw on a range of factors affecting item difficulty from experience, expert colleagues and contemporary research to make judgements of item difficulty 

	
	1.4.7. Review the content fits of the language assessment task
	1.4.7.1. Examine the conformity of the items to the test specifications regarding item content, wording of items and instructions 
1.4.7.2. Consider abilities required to complete the items to compare what the items are thought to be testing with what is claimed in the test specifications 
1.4.7.3. Attempt items on own to make judgements of item-fits-specifications for content complexity and difficulty levels 

	1.5. Devising competence-based language assessment tasks
	1.5.1. Conduct a pilot assessment task with a small group of students
	1.5.1.1. Explain the importance of a pilot test in the assessment development process.
1.5.1.2. Apply knowledge of pilot testing by organizing and executing a small-scale trial with students.
1.5.1.3. Assess how well the pilot test informed decision-making and contributed to the enhancement of the assessment process.

	
	1.5.2. Revise assessment task items based on feedback ensuring clarity, fairness, and validity
	1.5.2.1. Proofread all test items to eliminate errors in grammar, spelling, or formatting.
1.5.2.2. Examine test items for potential bias.
1.5.2.3. Make judgements of item-fits-specifications for content complexity and difficulty levels 

	
	1.5.3. Collaborate with other reviewers in refining assessment 
	1.5.3.1. Actively engage with colleagues to assess and improve assessment components
1.5.3.2. Analyze feedback and suggestions from other test reviewers, identifying common themes and areas for improvement.
1.5.3.3. Cooperate with them to make necessary edits to enhance the precision, relevance, and fairness of test items.

	1.6. Planning the logistics for language assessment
	1.6.1. Plan the assessment, making decisions about assessment methods, assessment instruments, activities, type and amount of evidence required, etc.
	1.6.1.1. Create a detailed schedule for assessment sessions addressing logistical components
1.6.1.2. Realize potential challenges in the logistics of a language assessment and propose solutions.
1.6.1.3. Demonstrate flexibility in planning, catering to the needs of diverse participants or unexpected changes.

	
	1.6.2. Prepare assessment materials, including test booklets, answer sheets, audio recordings, or any other resources required for the assessment
	1.6.2.1. Prepare all essential materials, ensuring technical readiness is tested and ready for use if needed. 
1.6.2.2. Identify potential impact on students’ performance and propose adjustments
1.6.2.3. Propose solutions to accommodate the needs of individuals with special requirements.

	
	1.6.3. Provide students appropriate pre-assessment information, such as conditions, materials they should bring, suggestions of strategies for optimal performance 
	1.6.3.1. List basic elements of pre-test information, such as test conditions and suggested strategies.
1.6.3.2. Discuss how suggested strategies can positively impact students' performance on language assessments.
1.6.3.3. Demonstrate the ability to create clear and concise pre-test information for students.

	2.1. Administering competence-based language assessment tasks
	2.1.1. Provide students with clear instructions, including details about each section of the assessment, time limits, and any specific guidelines they need to follow.
	2.1.1.1. Describe how providing clear instructions contributes to a positive assessment experience and supports students in understanding expectations.
2.1.1.2. Develop clear and concise instructions for test-takers 
2.1.1.3. Address students’ potential questions or concerns and propose solutions

	
	2.1.2. Establish secure language assessment environment
	2.1.2.1. Identify factors causing distractions and unfair assessments.
2.1.2.2. Implement security measures to prevent cheating or unauthorized access to assessment materials.
2.1.2.3. Maintain confidentiality and integrity throughout the assessment process.

	
	2.1.3. Know how to use technical devices in delivering assessment, if available (e.g., radio, voice recorder, etc.)
	2.1.3.1. Identify the potential role of technical devices in the delivery of language tests.
2.1.3.2. Demonstrate the ability to use basic technical devices for delivering language tests, following established procedures.
2.1.3.3. Generate innovative strategies to integrate advanced technical devices into language assessments, considering emerging technologies.

	2.2. Developing relevant scoring guidelines for the language assessment tasks
 
	2.2.1. Master the principles of scoring a competence-based language assessment task.
	2.2.1.1. Recall the basic principles of scoring in language assessment.
2.2.1.2. Analyze potential sources of bias in scoring and propose strategies to address them.
2.2.1.3. Design a comprehensive scoring plan for a specific language assessment

	
	2.2.2. Weigh up advantages and disadvantages of each score interpretation approach, such as criterion-referenced assessments or norm-referenced assessments 
	2.2.2.1. Compare and contrast different approaches to scoring and their impact on fairness in language assessment.
2.2.2.2. Implement appropriate score interpretation strategies based on the specific assessment goals.
2.2.2.3. Generate innovative approaches to enhance the effectiveness of score interpretation in language assessments.

	
	2.2.3. Develop a specific marking rubric to assess students’ language performance in the task
	2.2.3.1. Recall the key components typically included in a marking rubric for language performance assessment.
2.2.3.2. Apply knowledge of rubric components to create a specific marking rubric for a given language task.
2.2.3.3. Evaluate the developed marking rubric based on its clarity, fairness, and alignment with language performance assessment goals.

	
	2.2.4. Ensure scoring aligns with stated objectives in the syllabus
	2.2.4.1. Describe the relationship between assessment objectives and the content outlined in the syllabus.
2.2.4.2. Implement scoring criteria that directly reflect the language skills and competencies outlined in the syllabus.
2.2.4.3. Evaluate the impact of scoring alignment on student motivation and engagement with syllabus content.

	
	2.2.5. Adhere to the established marking rubrics when providing feedback on speaking/writing tasks to avoid bias
	2.2.5.1. Explain how adhering to marking rubrics helps mitigate the bias in language assessment.
2.2.5.2. Apply knowledge of established marking rubrics to provide feedback on speaking/writing tasks consistently and impartially.
2.2.5.3. Offer recommendations for improvement if needed.

	2.3. Conducting a reliable and valid  grading process for language assessment
	2.3.1. Provide interpretation of scores based on the marking rubrics 
	2.3.1.1. Describe the structure and content of marking rubrics used in language assessments.
2.3.1.2. Demonstrate the ability to apply marking rubrics to interpret scores in language assessments.
2.3.1.3. Examine potential challenges in score interpretation and propose solutions based on marking rubrics.

	
	2.3.2. Plan defensible communication of grades to ensure the way grades will be communicated and explained clearly
	2.3.2.1. List basic elements that should be included in communicating grades effectively.
2.3.2.2. Compare and contrast different approaches to grade communication and their impact on student comprehension.
2.3.2.3. Develop comprehensive guidelines for planning defensible communication of grades, considering diverse student needs.

	
	2.3.3. Collaborate with colleagues to establish and maintain reliability of the assessment results
	2.3.3.1. Work with peers to assess a set of student responses, applying established criteria 
2.3.3.2. Identify factors that may contribute to variations in scoring among peers 
2.3.3.3. Suggest methods to enhance agreement and maintain consistency in scoring.

	2.4. Collecting students’ learning evidences from a variety of language assessment methods 
	2.4.1. Fulfill the necessary educational assessments mandated by the school to gather evidence of students' learning.
	2.4.1.1. List the key documents and forms required for collecting learning evidence.
2.4.1.2. Implement strategies to ensure accurate and timely completion of mandated assessments.
2.4.1.3. Generate innovative approaches to enhance the accuracy and efficiency of fulfilling mandated assessments.

	
	2.4.2. Include appropriate data sources, such as classroom discussions, weekly assignments, and other means, to comprehensively capture students' learning.
	2.4.2.1. Explain why it is important to include a variety of data sources in language assessment.
2.4.2.2. Analyze how each data source contributes to capturing specific aspects of students' language development.
2.4.2.3. Develop a comprehensive assessment plan that strategically integrates a variety of data sources to capture diverse aspects of students' learning.

	
	2.4.3. Analyze student’s collected data to derive meaningful insights into students' strengths, weaknesses, and overall learning patterns.
	2.4.3.1. Identify the basic purpose of analyzing student data in language assessment.
2.4.3.2. Apply knowledge of data analysis techniques to interpret students' strengths and weaknesses.
2.4.3.3. Generate innovative approaches to enhance the efficiency and effectiveness of data analysis for language assessment.

	2.5. Giving feedback on competence-based language assessment tasks

	2.5.1. Identify types of feedback and their strengths and weaknesses
	2.5.1.1. List the key characteristics of different types of feedback.
2.5.1.2. Compare and contrast the strengths and weaknesses of specific types of feedback.
2.5.1.3. Develop a comprehensive guide or framework for selecting and providing appropriate feedback based on specific assessment goals.

	
	2.5.2. Apply pedagogical principles, i.e. be personal, age-appropriate, specific, and comprehensive  in delivering feedback 
	2.5.2.1. Recall the basic pedagogical principles relevant to delivering feedback in language assessment.
2.5.2.2. Apply knowledge of effective feedback delivery to align with specific learning objectives.
2.5.2.3. Examine potential challenges in aligning feedback with learning objectives and propose solutions.

	
	2.5.3. Apply characteristics of effective teacher feedback, such as being specific, constructive, actionable, and focused on student performance.
	2.5.3.1. Describe how each characteristic contributes to the overall impact of feedback on student learning.
2.5.3.2. Implement strategies to ensure that feedback is constructive, actionable, and directly related to student performance
2.5.3.3. Generate innovative approaches to enhance the integration of identified characteristics in teacher feedback.

	
	2.5.4. Reflect on the effectiveness of given feedback
	2.5.4.1. List key components to consider when reflecting on the effectiveness of feedback.
2.5.4.2. Apply knowledge of effective feedback elements to assess the impact on student understanding.
2.5.4.3. Examine potential obstacles in the reflection process and propose solutions.

	
	2.5.5. Encourage university students’ engagement in self-reflection 
	2.5.5.1. Explain why encouraging self-reflection is beneficial for university students in language assessment.
2.5.5.2. Implement strategies to offer specific recommendations tailored to individual student needs.
2.5.5.3. Design a personalized feedback strategy that includes specific recommendations to address diverse student needs.

	2.6. Reporting language assessment results
	2.6.1. Communicate assessment results to stakeholders, including students and head division. 
	2.6.1.1. Speak understandably with students about the meaning of the report grades to help them improve their performance. 
2.6.1.2. Speak understandably with head division about the decisions made based on classroom test results.
2.6.1.3. Participate in discussions with the head division about important changes to the curriculum based on students’ classroom results.

	
	2.6.2. Utilize students’ results to make educational decisions such as pass/fail or selection decisions, curriculum development, or recruitments.
	2.6.2.1. Inform decisions related to placement, instructional strategies, curriculum development, or recruitment. 
2.6.2.2. Ensure that decisions align with broader educational goals and learning objectives.
2.6.2.3. Make adjustments to teaching based on interpretations of assessment data.

	3.1. Evaluating qualities of competence-based language assessment task to make improvements for future assessments
	3.1.1. Analyze the qualities of good language assessment, such as reliability, validity, authenticity, backwash, and practicality. 
	3.1.1.1. List key characteristics that define the effectiveness of language assessment.
3.1.1.2. Apply identified qualities to evaluate and improve existing language assessment practices.
3.1.1.3. Examine potential challenges in achieving the desired qualities in language assessment and propose solutions.

	
	3.1.2. Reflect on the effectiveness of the assessment process and adjust strategies accordingly.
	3.1.2.1. Conduct a holistic review of the entire assessment system, considering validity, reliability, fairness, and alignment with educational and professional goals.
3.1.2.2. Analyze assessment data to identify patterns and areas for improvement.
3.1.2.3. Propose and implement innovative solutions to enhance assessment qualities.

	
	3.1.3. Utilize practical ways to improve the reliability of a language assessment task
	3.1.3.1. Recall the basic concept of reliability in language assessment and why it is important.
3.1.3.2. Analyze the strengths and weaknesses of current language assessments 
3.1.3.3. Propose solutions to enhance reliability of language assessments 

	
	3.1.4. Utilize practical ways to improve the validity of a language assessment task
	3.1.4.1. Recall the basic concept of validity in language assessment and why it is important.
3.1.4.2. Analyze the strengths and weaknesses of current language assessments 
3.1.4.3. Propose solutions to enhance validity of language assessments 

	
	3.1.5. Utilize practical ways to improve the authenticity of a language assessment task
	3.1.5.1. Recall the basic concept of authenticity in language assessment and why it is important.
3.1.5.2. Analyze the strengths and weaknesses of current language assessments 
3.1.5.3. Propose solutions to enhance authenticity of language assessments 

	
	3.1.6. Utilize practical ways to achieve  beneficial backwash and avoid harmful backwash of a language assessment task
	3.1.6.1. Recall the basic concept of backwash in language assessment and its potential impact on teaching and learning.
3.1.6.2. Apply knowledge of backwash principles to implement practical strategies
3.1.6.3. Assess how well the implemented strategies contribute to positive backwash, considering their impact on teaching practices and student learning outcomes.


APPENDIX B: The second draft competencies and performance indicators for EFL Vietnamese lecturers’ LAL (After the focus group)
	Competencies
	Performance indicators
	Quality Criteria

	1.1. Understanding fundamental concepts in the field of competence-based language assessment and language assessment frameworks in Vietnam

	1.1.1. Describe the differences among the fields, i.e., assessment, tests, measurements, and evaluations. 
	1.1.1.1. Explain the distinctions between the terms, highlighting their unique characteristics.
1.1.1.2. Apply knowledge of the differences to categorize examples accurately.
1.1.1.3. Evaluate the effectiveness of using each term appropriately in educational contexts, considering their implications for student learning and instructional design.

	
	1.1.2. Describe key stages in the language assessment process
	1.1.2.1. List and define the primary stages in language assessment.
1.1.2.2. Analyze the interconnections between different stages 
1.1.2.3. Identify potential challenges or areas for improvement to implement an effective language assessment process.

	
	1.1.3. Differentiate language assessment purposes, such as diagnostic, formative, summative, and evaluative.
	1.1.3.1. Describe the differences among language assessments purposes.
1.1.3.2. Apply that knowledge to select appropriate assessment strategies for specific language learning contexts.
1.1.3.3. Develop an appropriate assessment and explain the reasoning behind your choices.

	
	1.1.4. Identify components (i.e., proficiency levels, descriptors, and assessment domains) of widely used language proficiency frameworks (e.g., CEFR, KNLNNVN, and Vietnamese MOET's 2018 General Education English Curriculum).  
	1.1.4.1. Identify key elements in these frameworks.
1.1.4.2. Integrate multiple frameworks in assessment design, considering the strengths and limitations of each.
1.1.4.3. Adjust assessments according to established framework requirements and descriptors.

	
	1.1.5. Recall parts of Vietnamese directives and language assessment guidelines for tertiary level.
	1.1.5.1. Recall key directives and language assessment guidelines specific to Vietnamese tertiary education.
1.1.5.2. Apply those guidelines to develop or modify assessment tasks for specific courses.
1.1.5.3. Propose strategies for implementing those guidelines in diverse educational contexts within Vietnam.

	
	1.1.6. Explain some aspects of language assessment principles and ethics, including reliability, validity, fairness, and objectivity.
	1.1.6.1. Summarize ethical considerations associated with various aspects of assessment.
1.1.6.2. Identify inappropriate uses of assessment outcomes, such as unfair pass/fail or selection decisions. 
1.1.6.3. Criticize test items for bias related to race, gender, religion, or socio-economic status.

	1.2. Developing competence-based language assessment targets for EFL language learners in Vietnamese universities. 
	1.2.1. Identify the desirable qualities of learning targets, such as learner-centered, performance-centered, and content-centered.
	1.2.1.1. Explain the significance of each desirable quality in specific learning targets and how they contribute to effective instruction.
1.2.1.2. Apply knowledge of desirable qualities to assess and enhance the effectiveness of existing learning targets.
1.2.1.3. Synthesize knowledge of desirable qualities to design a guide for educators on creating optimal learning targets. 

	
	1.2.2. Include the main components, namely target knowledge/skill, performance level, and conditions in which this performance level is reached, in writing a language assessment target.
	1.2.2.1. List and define the key components that should be included in a language assessment target.
1.2.2.2. Explain the significance of each component in a language assessment target and how they contribute to a comprehensive understanding of student achievement.
1.2.2.3. Develop a language assessment target that includes the key components. 

	
	1.2.3. Set language learning targets according to the university’s English curriculum and syllabus requirements. 
	1.2.3.1. Define the overall learning objectives for a language assessment task.
1.2.3.2. Break down the broader language objectives into specific language skills, such as listening, speaking, reading, and writing. 
1.2.3.3. Propose strategies for adapting language learning targets to different student populations or linguistic contexts. 

	
	1.2.4. Consider students’ language proficiency level in defining language assessment targets.
	1.2.4.1. Describe how students' prior knowledge can shape the instructional approach 
1.2.4.2. Identify students’ strengths and weaknesses to meet their diverse learning needs.
1.2.4.3. Integrate students' prior knowledge into lesson planning and instructional design.

	
	1.2.5. Refer to relevant language proficiency frameworks in designing language assessment targets to identify skills and components that should be assessed (such as the CEFR, KNLNNVN, etc.)
	1.2.5.1. Explain the purpose and significance of referring to language proficiency frameworks in guiding language assessment.
1.2.5.2. Apply knowledge of language proficiency frameworks to design language assessment targets aligned with specified language skills.
1.2.5.3. Propose modifications to existing language assessment practices to better align with language proficiency frameworks.

	
	1.2.6. Incorporate contemporary competencies for university students, like critical thinking, research skills and lifelong self-learning skills, into setting assessment targets.
	1.2.7.1. Explain the significance of these skills in the context of language learning for university students.
1.2.7.2. Apply knowledge of these skills to design language assessment targets.
1.2.7.3. Develop a comprehensive set of language assessment targets that integrate these skills across various language proficiency levels.

	
	1.2.7. Communicate language assessment targets with students to reach their agreement
	1.2.8.1. Share the assessment targets with students at the beginning of the lesson or unit to provide clarity and purpose for the learning activities.
1.2.8.2. Provide a clear explanation of why each assessment target is important for students' language development.
1.2.8.3. Adjust if necessary based on students’ preferences and real teaching context

	1.3. Developing appropriate language assessment tasks in tertiary working context of ELT in Vietnam
	1.3.1. Draw up language assessment task specifications’ components, such as purpose, construct, description, scoring, and sample task.  
	1.4.1.1. List the basic elements that make up language assessment task specifications.
1.4.1.2. Apply knowledge of language assessment task specifications to design a basic assessment task.
1.4.1.3. Evaluate the clarity and comprehensiveness of task descriptions in relation to language assessment goals.

	
	1.3.2. Write instructions, i.e., guidance telling learners what they need to do to complete the task, such as giving clear selection criteria of materials, suitable model tasks, if possible. 
	1.3.2.1. Describe how well-written instructions help learners understand the requirements of tasks, leading to more successful completion and learning outcomes.
1.3.2.2. Apply knowledge of effective instruction writing to develop clear and comprehensive guidelines for learners in specific tasks or activities.
1.3.2.3. Evaluate the effectiveness of task instructions in facilitating learner understanding and task completion.

	
	1.3.3. Adapt and design input, i.e., the material that learners need to look at/read/listen to in order to respond, in designing a language assessment task. 
	1.3.3.1.  Evaluate the input materials for assessment-fit specifications
1.3.3.2. Make adjustments to the selected input materials for assessment
1.3.3.3. Incorporate authentic assessments that mirror real-world tasks and situations

	
	1.3.4. Consider the students’ expected response, i.e., what the student is expected to do in response to the input to demonstrate his or her language ability, in designing a language assessment task.
	1.3.4.1. Give anticipated student responses when designing a language assessment task.
1.3.4.2. Assess their alignment with task objectives and language proficiency levels.
1.3.4.3. Develop comprehensive guidelines for designing language assessment tasks incorporating considerations for expected student responses

	
	1.3.5. Align language assessment tasks with students’ classroom activities.
	1.3.5.1. Evaluate the congruence between language assessment tasks and students’ classroom assessment practices.
1.3.5.2. Identify areas where adjustments are needed to improve alignment. 
1.3.5.3. Develop assessment tasks that reflect the content and skills covered in classroom activities, considering their appropriateness and authenticity.

	
	1.3.6. Reflect the goals aimed at in the particular class in designing a relevant assessment task.
	1.3.3.1. Analyze the goals of the particular class
1.3.3.2. Break down the class goals into specific learning objectives 
1.3.3.3. Identify assessment methods that effectively measure student achievement of each objective. 

	
	1.3.7. Align language assessment tasks with the practical constraints of the course, such as time limits and available teaching resources.
	1.3.7.1. Explain the importance of aligning language assessment tasks with practical constraints of the course.
1.3.7.2. Develop language assessment tasks that can be feasibly implemented within the allocated time and available teaching resources.
1.3.7.3. Adjust language assessment tasks to the practical constraints of the course.

	1.4. Planning appropriate language assessment methods 
	1.4.1. Evaluate the benefits and drawbacks of different alternatives in language assessment, i.e., selected-response, construct-response, and personal response methods and their accompanied instruments.
	1.4.1.1. Identify common instruments used in language assessment for each method.
1.4.1.2. Apply knowledge of the benefits and drawbacks of projects, assignments, and portfolios to design a language assessment task.
1.4.1.3. Select an appropriate method for particular English teaching assessment situation and justify such a selection

	
	1.4.2. Justify the use of multiple language assessment methods (both traditional testing practices and alternative assessment)
	1.4.2.1. Compare and contrast traditional testing practices with alternative assessment approaches, identifying situations where each method is most effective.
1.4.2.2. Explain the rationale behind using multiple language assessment methods.
1.4.2.3. Choose a combination of assessment methods based on the learning goals and student needs to ensure a well-rounded evaluation of language skills.

	
	1.4.3. Utilize the school’s accessible facilities when choosing an appropriate assessment practice (e.g., cassette players, applications on computers to record voices, etc.).
	1.4.3.1. Discuss the role of technology in facilitating or constraining assessment practices based on available school facilities.
1.4.3.2. Consider accessibility for all students and accommodations for students with special needs.
1.4.3.3. Generate innovative assessment tasks that leverage available facilities to enhance the assessment experience.

	1.5. Revising competence-based language assessment tasks
	1.5.1. Review and revise the language assessment task with colleagues.
	1.5.1.1. Actively engage with colleagues to assess and improve assessment components
1.5.1.2. Analyze feedback and suggestions from other test reviewers, identifying common themes and areas for improvement.
1.5.1.3. Cooperate with them to make necessary edits to enhance the precision, relevance, and fairness of test items.

	
	1.5.2. Conduct a pilot assessment task with a small group of students.
	1.5.2.1. Explain the importance of a pilot test in the assessment development process.
1.5.2.2. Apply knowledge of pilot testing by organizing and executing a small-scale trial with students.
1.5.2.3. Assess how well the pilot test informed decision-making and contributed to the enhancement of the assessment process.

	1.6. Planning the scoring guidelines for language assessment tasks
	1.6.1. Select the suitable scale (analytical or holistic scale) depending on the specific assessment goals, the complexity of the task, and the desired level of detail in feedback.
	1.6.1.1. Explain the differences between analytical and holistic scales and their suitability for different assessment contexts.
1.6.1.2. Analyze the specific assessment goals, task complexity, and desired feedback level to determine the most appropriate scale.
1.6.1.3. Evaluate the effectiveness of the selected scale in accurately and reliably assessing language proficiency.

	
	1.6.2. Develop a rating scale to assess students' language performance in the task.
	1.6.2.1. Identify specific criteria or dimensions that contribute to the overall performance in the language skill being assessed.
1.6.2.2. Determine different levels of performance for each criterion.
1.6.2.3. Develop descriptors for each level of performance for each criterion.

	
	1.6.3. Plan the logistics of the scoring, such as: assessment examiners, assessment instruments, timing, venue suitability, and accessibility for diverse participants, etc. 
	1.6.3.1. Create a detailed schedule for assessment sessions addressing logistical components
1.6.3.2. Realize potential challenges in the logistics of a language assessment and propose solutions.
1.6.3.3. Demonstrate flexibility in planning, catering to the needs of diverse participants or unexpected changes.

	
	1.6.4. Prepare assessment materials, including test booklets, answer sheets, audio recordings, or any other resources required for the assessment.
	1.6.4.1. Prepare all essential materials, ensuring technical readiness is tested and ready for use if needed. 
1.6.4.2. Identify potential impact on students’ performance and propose adjustments
1.6.4.3. Propose solutions to accommodate the needs of individuals with special requirements.

	2.1. Administering competence-based language assessment tasks
	2.1.1. Follow a procedure (i.e., familiarizing with the task rubrics or answer sheets, such as a speaking/ writing test.
	2.1.1.1. Analyze the components of task rubrics or answer sheets to understand their structure and scoring criteria.
2.1.1.2. Use task rubrics to evaluate sample student responses in a speaking or writing test, applying the scoring criteria outlined in the rubric to assign scores.
2.1.1.3. Address students’ potential questions or concerns and propose solutions

	
	2.1.2 Know how to use technical devices in delivering assessment, if available (e.g., radio, voice recorder, etc.)
	2.1.2.1. Identify the potential role of technical devices in the delivery of language tests.
2.1.2.2. Demonstrate the ability to use basic technical devices for delivering language tests, following established procedures.
2.1.2.3. Generate innovative strategies to integrate advanced technical devices into language assessments, considering emerging technologies.

	2.2. Scoring language assessment tasks
 
	2.2.1. Understand different kinds of language scoring criteria in the tertiary working context of ELT in Vietnam.
	2.2.1.1. Remember various types of rubrics commonly employed in assessing language proficiency and performance in Vietnamese tertiary education settings.
2.2.1.2. Choose the most suitable rubric format for assessing students’ language proficiency. 
2.2.1.3. Develop a rubric toolkit tailored to the needs of Vietnamese tertiary English language educators.

	
	2.2.2. Provide interpretation of scores based on the defined marking rubrics   of the language assessment task.
	2.2.2.1. Weigh up advantages and disadvantages of different score interpretation approaches, such as criterion-referenced assessments or norm-referenced assessments.
2.2.2.2. Evaluate each task response against the established scoring criteria, assigning scores or ratings based on the extent to which the response meets each criterion.
2.2.2.3. Examine potential challenges in score interpretation and propose solutions based on defined marking rubrics.

	
	2.2.3. Implement quality assurance measures to ensure the reliability and validity of the scoring process, such as double-checking scores or having a second scorer review a subset of responses.
	2.2.3.1. Explain the rationale behind implementing quality assurance measures to ensure scoring reliability and validity.
2.2.3.2. Apply knowledge of quality assurance measures to identify potential issues in the scoring process. 
2.2.3.3. Design a quality assurance protocol that incorporates multiple measures to optimize scoring quality and consistency.

	
	2.2.4. Include appropriate data sources, such as classroom discussions, weekly assignments, and other means, in comprehensively capturing students' learning.
	2.2.4.1. Explain why it is important to include a variety of data sources in language assessment.
2.2.4.2. Analyze how each data source contributes to capturing specific aspects of students' language development.
2.2.4.3. Develop a comprehensive assessment plan that strategically integrates a variety of data sources to capture diverse aspects of students' learning.

	2.3. Giving feedback on language assessment tasks 
	2.3.1. Decide appropriate types of feedback (such as numerical scores or verbal evaluation) depending on the educational context.
	2.3.1.1. List the key characteristics of different types of feedback.
2.3.1.2. Compare and contrast the strengths and weaknesses of specific types of feedback.
2.3.1.3. Develop a comprehensive guide or framework for selecting and providing appropriate feedback based on specific assessment goals.

	
	2.3.2. Apply pedagogical principles, i.e. being personal, age-appropriate, specific, and comprehensive in providing feedback. 
	2.3.2.1. Recall the basic pedagogical principles relevant to delivering feedback in language assessment.
2.3.2.2. Apply knowledge of effective feedback delivery to align with specific learning objectives.
2.3.2.3. Examine potential challenges in aligning feedback with learning objectives and propose solutions.

	
	2.3.3. Encourage students’ engagement in self- and peer-assessment.
	2.3.3.1. Describe how self- and peer-assessment allow assessment to be more learner-oriented.
2.3.3.2. Provide students with “can-do statements” as checklists with which they rate their abilities or their learning process over time.
2.3.3.3. Identify potential barriers to effective self- and peer-assessment, such as lack of trust or unclear evaluation criteria, and propose solutions to address them.

	2.4. Reporting language assessment results
	2.4.1. Communicate assessment results to stakeholders, including students and head division. 
	2.4.1.1. Speak understandably with students about the meaning of the report grades to help them improve their performance. 
2.4.1.2. Speak understandably with head division about the decisions made based on classroom test results.
2.4.1.3. Participate in discussions with the head division about important changes to the curriculum based on students’ classroom results.

	
	2.4.2. Utilize students’ results to make educational decisions such as pass/fail or selection decisions, or curriculum development.
	2.4.2.1. Inform decisions related to placement, instructional strategies, or curriculum development. 
2.4.2.2. Ensure that decisions align with broader educational goals and learning objectives.
2.4.2.3. Make adjustments to teaching based on interpretations of assessment data.

	3.1. Evaluating qualities of competence-based language assessment process to make improvements for future assessments
	3.1.1. Utilize practical ways to review the validity of a language assessment process.
	3.1.1.1. Break down the test items, scoring methods, and administration procedures of a language assessment to assess their alignment with the construct being measured.
3.1.1.2. Identify potential threats to validity, such as test content not relevant and representative to the language skills and abilities being assessed.
3.1.1.3. Propose strategies to enhance validity of the language assessment process. 

	
	3.1.2. Utilize practical ways to review the reliability of a language assessment process.
	3.1.2.1. Break down the scoring rubrics, test administration procedures, and rater training protocols of a language assessment to identify potential sources of variability and error.
3.1.2.2. Identify potential issues with item difficulty, discrimination, or bias that could affect reliability. 
3.1.2.3. Propose measures to enhance the consistency and accuracy of language assessment results. 

	
	3.1.3. Utilize practical ways to review the practicality of a language assessment process.
	3.1.3.1. Break down the various elements of a language assessment process, such as test format, scoring methods, and administration logistics, to assess their practicality and efficiency.
3.1.3.2. Examine the factors that contribute to the practicality of a language assessment process, such as time constraints, resource availability, and administrative feasibility. 
3.1.3.3. Identify areas for improving the practicality of the language assessment process. 

	
	3.1.4. Evaluate the impact of a good language assessment task.
	3.1.4.1. Describe how a well-designed language assessment task can inform instructional decisions, provide feedback on student progress, and contribute to the improvement of language education standards.
3.1.4.2. Analyze the specific effects and implications of a good language assessment task on different groups within the educational system and society.
3.1.4.3. Develop strategies for improving language assessment practices and policies integrating input from multiple stakeholders.


APPENDIX C: The third draft of competencies and performance indicators for EFL Vietnamese lecturers’ LAL (After expert paneling – Round 1)
	Competencies
	Performance indicators
	Quality Criteria

	1.1. Understanding fundamental concepts in the field of language assessment and language assessment frameworks in Vietnam

	1.1.1. Describe fundamental steps in the process of conducting assessment in English teaching at university in Vietnam.
	1.1.1.1. Identify key stages in Vietnamese university English assessments, such as setting objectives, creating items, and test administration. 
1.1.1.2. Explain the rationale and methodology of each assessment stage, highlighting their role in ensuring reliability and validity. 

	
	1.1.2. Differentiate language assessment purposes, such as diagnostic, formative, summative, and placement.
	1.1.2.1. Recognize the different purposes of language assessments, such as diagnostic, formative, summative, and placement.
1.1.2.2. Differentiate between assessments by describing their unique features and roles in language learning.
1.1.2.3. Analyze the implications of using each type of assessment in educational settings, discussing how they impact teaching strategies and student outcomes. 
1.1.2.4. Apply that knowledge to design and implement appropriate assessment strategies for specific language learning contexts.

	
	1.1.3. Explain some aspects of language assessment principles and ethics, such as reliability, validity, fairness, and objectivity.
	1.1.3.1. List some key principles of language assessment such as reliability, validity, fairness, and objectivity.
1.1.3.2. Explain the importance of maintaining language assessment principles such as reliability, validity, fairness, and objectivity.
1.1.3.3. Analyze how the principles impact the effectiveness of language assessments and influence ethical considerations. 

	
	1.1.4. Understand components (i.e., proficiency levels, descriptors, and assessment domains) of widely used language proficiency frameworks (e.g., CEFR, KNLNNVN, and Vietnamese MOET's 2018 General Education English Curriculum)
	1.1.4.1. Describe the function and significance of each component within frameworks like CEFR, KNLNNVN, and the Vietnamese MOET’s English Curriculum.
1.1.4.2. Utilize these frameworks in educational settings, tailoring language assessment and curriculum development to meet specific learning objectives and standards.


	
	1.1.5. Recall the key content of language assessment guidelines, rules, and protocols established by the Vietnamese university or department for conducting language assessments.
	1.1.5.1. Recall key directives and language assessment guidelines for Vietnamese tertiary education.
1.1.5.2. Interpret and evaluate the language assessment guidelines, rules, and protocols, assessing their adequacy and compliance with best practices in language assessment. 


	1.2. Developing language assessment targets

	1.2.1. Defining the learning targets for the four skills and their major language components.  

	1.2.1.1. Analyze the curriculum content and instructional materials to identify key language skills and knowledge areas that need to be assessed.
1.2.1.2. Align learning targets with assessment methods and course content.
1.2.1.3. Break down the learning targets into specific language skills and competencies such as listening, speaking, reading, writing, grammar, vocabulary, and pronunciation, etc.

	
	1.2.2. For each identified skill or competency, develop specific assessment targets that describe what students should be able to do upon successful learning.
	1.2.2.1. Define assessment targets that specify what students should demonstrate upon mastering each skill or competency.
1.2.2.2. Detail assessment targets, outlining expected performances and abilities for real-world application upon mastering skills.
1.2.2.3. Refine assessment targets to be measurable and aligned with learning outcomes, capturing the full scope of each competency.


	
	1.2.3. Adjust language assessment targets to match the cultural and situational elements that affect language learning and usage.
	1.2.3.1. Identify key contextual factors, such as educational setting or learner backgrounds, and adjust language assessment targets to better fit these contexts.
1.2.3.2. Tailor assessment targets to reflect different educational contexts and learner needs, ensuring assessments are relevant and appropriate.
1.2.3.3. Create dynamic and adaptable assessment targets that respond to changing educational standards and diverse learning needs.

	
	1.2.4. Communicate language assessment targets and expectations to students, fostering transparency and accountability in the learning process.
	1.2.4.1. Share the assessment targets with students at the beginning of the lesson or unit to provide clarity and purpose for the learning activities.
1.2.4.2. Provide a clear explanation of why each assessment target is essential for students' language development.
1.2.4.3. Adjust if necessary based on students' preferences and real teaching context.

	1.3. Selecting appropriate language assessment methods
	1.3.1. Evaluate the advantages and limitations of various assessment methods, from traditional tests to performance-based assessments, to select the most effective approach for each context. 
	1.3.1.1. Evaluate the pros and cons of various assessment methods to assess their fit for different teaching contexts and objectives. 
1.3.1.2. Critically analyze assessment methods to select the most effective approach for educational goals and learner needs across contexts. 
1.3.1.3. Optimize assessment method selection and application to enhance educational outcomes and meet the needs of diverse learning environments. 


	
	1.3.2. Align the methods of assessments (e.g., to inform instruction, measure proficiency, place students) with assessment targets and learner needs.
	1.3.2.1. Match assessment methods to basic assessment targets and align them with the general needs of learners.
1.3.2.2. Integrate various assessment methods and adapt them to meet specific assessment targets and address distinct learner needs.
1.3.2.3. Customize these methods to cater to the diverse needs and contexts of all learners.

	
	1.3.3. Critically analyze and reflect on existing assessment practices and policies to ensure they are aligned with pedagogical goals and student needs.
	1.3.3.1. Review current assessment practices and policies to identify their alignment with pedagogical goals and student needs.
1.3.3.2. Analyze the effectiveness of existing assessment practices in meeting educational objectives and addressing diverse student needs. 
1.3.3.3. Critique current assessment practices and policies for their relevance and effectiveness.
1.3.3.4. Propose changes to better align assessment practices with pedagogical goals and improve student learning outcomes.

	
	1.3.4. Adapt existing assessment tools to meet specific learning targets and contextual demands.
	1.3.4.1 Tailor assessment tools to meet detailed learning targets and enhance their relevance to specific contextual needs.
1.3.4.2. Refine assessment tools aligning with learning targets and unique demands of the context.
1.3.4.3. Innovate assessment tools to meet evolving learning targets and contextual challenges.

	
	1.3.5. Develop customized assessment tools to meet specific learning targets and contextual demands.
	1.3.5.1. Design basic assessment tools for straightforward learning targets and contexts.
1.3.5.2. Develop detailed assessment tools tailored to nuanced learning targets and unique contexts.
1.3.5.3. Innovate cutting-edge assessment tools that meet and anticipate evolving learning and contextual demands.

	1.4. Designing assessment tasks to measure specific language abilities or competencies
	1.4.1. Draw up language assessment task specifications’ components, such as purpose, construct, description, scoring, and sample task.   
	1.4.2.1. Identify the basic types of assessment tasks and clearly communicate their general purposes and typical uses in language learning. 
1.4.2.2. Evaluate contextual factors such as student demographics, educational goals, and resource availability to select appropriate assessment types that align with specific learning objectives.
1.4.2.3. Analyze past assessment outcomes and stakeholder feedback to refine task selection.

	
	1.4.2. Decide on the type of task (e.g., multiple-choice, essay, presentation, role-play) and provide a clear description of its format and structure.
	1.4.1.1. Outline basic components of language assessment tasks, such as purpose, construct, description, scoring, and sample tasks.
1.4.1.2. Draft detailed specifications for language assessments, defining purpose, constructs, scoring methods, and including sample tasks. 
1.4.1.3. Develop precise and tailored language assessment specifications, ensuring alignment and coherence among all components.

	
	1.4.3. Describe the conditions under which the task will be performed, such as time limits, resources available, and any aids students are allowed to use.
	1.4.3.1. Explain the importance of aligning language assessment tasks with the practical constraints of the course.
1.4.3.2. Develop language assessment tasks that can be feasibly implemented within the allocated time and available teaching resources.
1.4.3.3. Adjust language assessment tasks to the practical constraints of the course.

	
	1.4.4. Decide on assessment input aligning with the assessment targets.
	1.4.4.1. Select appropriate inputs for assessment tasks that directly align with the basic language abilities or competencies targeted.
1.4.4.2. Integrate a variety of inputs into assessment tasks, crafting them to comprehensively cover and accurately assess the full range of specified language competencies.
1.4.4.3. Create new types of input that enhance how competencies are measured.

	
	1.4.5. Design authentic assessments that mirror real-world tasks and situations.
	1.4.5.1. Identify relevant real-life scenarios that can be adapted into language assessment tasks, ensuring the tasks reflect practical use of language skills.
1.4.5.2. Design language assessment tasks that realistically simulate everyday language use, tailoring scenarios to specific language competencies and educational objectives.

	
	1.4.6. Utilize technology and digital tools in language assessment when needed
	1.4.6.1. Assess the basic technological needs for language assessments and the availability of necessary facilities and resources in the school environment.
1.4.6.2. Employ basic digital tools and technology, such as online quizzes and digital recordings, to enhance language assessments.
1.4.6.3. Implement advanced digital tools and platforms, such as virtual reality or interactive simulations, to create more engaging and comprehensive language assessments.

	
	1.4.7. Provide clear, concise instructions for each task, ensuring students understand what is expected of them.
	1.4.7.1. Formulate straightforward and clear instructions for language assessment tasks that communicate basic expectations to students.
1.4.7.2. Clarify instructions for each assessment task, refining wording to eliminate ambiguity and ensure all students comprehend what is expected.
1.4.7.3. Employ multimedia tools and interactive strategies to enhance instruction delivery where appropriate. 

	
	1.4.8. Outline what a successful response looks like, such as the length, format, and key components expected in student responses.
	1.4.8.1. Identify the basic requirements for a successful response, such as general guidelines on length and format.
1.4.8.2. Specify critical criteria for successful responses, such as exact length, format, and key components to demonstrate language competence.
1.4.8.3. Illustrate exemplary responses with detailed examples and annotations to explain how each element meets or exceeds criteria.

	
	1.4.9. Develop detailed scoring instrument(s) that detail how responses will be evaluated.
	1.4.9.1. Construct a basic scoring instrument outlining general evaluation criteria. 
1.4.9.2. Develop a detailed scoring instrument that specifies evaluation criteria for content, organization, and language use.
1.4.9.3. Review and refine scoring instruments to improve clarity, reliability, and fairness, ensuring alignment with educational standards.

	
	1.4.10. Define performance levels or scoring bands, providing descriptors for each level to guide consistent and objective scoring.
	1.4.10.1. Identify specific criteria or dimensions contributing to the overall performance in the assessed language skill.
1.4.10.2. Determine different levels of performance for each criterion.
1.4.10.3. Develop descriptors for each level of performance for each criterion.

	
	1.4.11. If possible, consult or cross-check with colleagues and refine the task.
	1.4.11.1. Consult with colleagues to gain initial feedback on the design of language assessment tasks.
1.4.11.2. Collaborate with colleagues to review language assessment tasks and incorporate their insights for quality improvement.
1.4.11.3. Make critical adjustments if needed to ensure the task meets high standards of pedagogical integrity and effectiveness.

	2.1. Administering language assessment tasks
	2.1.1. Prepare all necessary materials, such as assessment instructions, question papers, answer sheets, audio-visual equipment (if needed), and any other resources required for the task.
	2.1.1.1. Prepare and check all assessment materials, ensuring their functionality and correct setup. 
2.1.1.2. Assess individual accommodation needs and the potential impact of the assessment environment on all students.
2.1.1.3. Propose targeted adjustments and accommodations to meet the needs of students with disabilities or other special requirements, ensuring fair assessment conditions. 

	
	2.1.2. Familiarize with the specific guidelines and protocols for administering the assessment, such as timing, permitted materials, and instructions.
	2.1.2.1. Analyze the components of task rubrics or answer sheets to understand their structure and scoring criteria.
2.1.2.2. Use task rubrics to evaluate sample student responses in a speaking or writing test, applying the scoring criteria outlined in the rubric to assign scores.
2.1.2.3. Address students' potential questions or concerns and propose solutions.

	
	2.1.3. Give students detailed instructions about assessment format, tasks, and expectations. 
	2.1.3.1. Inform students about the assessment format and clearly explain tasks and expectations.
2.1.3.2. Clarify any ambiguities to ensure students understand what is expected in different assessment contexts.
2.1.3.3. Engage students in the communication process, providing detailed instructions and confirming understanding through interactive discussions and feedback.

	
	2.1.4. Throughout the assessment, monitor the process to ensure students are on task and to address any issues or questions that arise.
	2.1.4.1. Observe the assessment process and address basic student inquiries, ensuring focus is maintained.
2.1.4.2. Facilitate the assessment process and maintain a supportive environment by promptly addressing potential issues and responding to student needs as they arise.


	2.2. Scoring language assessment tasks
	2.2.1. Compare the students’ performances and descriptions in scoring instruments.
	2.2.1.1. Match students' performances with scoring instrument descriptions to ensure evaluation consistency.
2.2.1.2. Analyze how well students’ performances align with scoring descriptors.
2.2.1.3. Differentiate subtle distinctions in students’ performances against the comprehensive criteria of the scoring instruments.

	
	2.2.2. Conduct scoring or comment sessions based on the defined marking rubrics of the language assessment task.
	2.2.2.1. Apply marking rubrics to ensure consistency in basic scoring sessions. 
2.2.2.2. Conduct scoring and comment sessions, using rubrics to ensure fair and consistent evaluations.
2.2.2.3. Coordinate scoring sessions, leading discussions to resolve discrepancies and unify rubric interpretation when needed. 

	
	2.2.3. While scoring, make notes or comments on specific aspects of the student's performance, which can be used later to provide detailed feedback.
	2.2.3.1. Record initial observations and notes on students' performances during scoring to facilitate detailed feedback discussions later.
2.2.3.2. Analyze students' performances and document key strengths and weaknesses for targeted feedback. 
2.2.3.3. Synthesize scoring observations to create nuanced comments that capture an in-depth understanding of each student’s performance, improving feedback quality.

	
	2.2.4. Implement a scoring moderation process where scorers review and discuss scores that are significantly divergent and reach a consensus where necessary.
	2.2.4.1. Participate in scoring moderation sessions, engaging in discussions to help resolve scoring differences and ensure uniform assessments.
2.2.4.2. Manage interactions among scorers, addressing discrepancies to boost the reliability of assessments.
2.2.4.3. Lead the scoring moderation process, establishing protocols to resolve differences and achieve consensus, thereby upholding the assessment's integrity and validity.

	
	2.2.5. Record and store all language assessment scores. 
	2.2.5.1. Record all language assessment scores in the designated system, ensuring consistent and correct data entry.
2.2.5.2. Systematically organize and categorize language assessment scores to facilitate easy access and analysis.
2.2.5.3. Manage the secure storage of language assessment scores, complying with data protection regulations to ensure data integrity. 

	2.3. Giving feedback on language assessment tasks
	2.3.1. Analyze the assessment results to understand each student's performance.
	2.3.1.1. Review assessment results to identify trends and patterns in student performance.
2.3.1.2. Synthesize results from multiple assessments to track each student's progress over time.

	
	2.3.2. Give specific and meaningful feedback aligning with assessment targets and purposes. 
	2.3.2.1. Deliver specific feedback that aligns with assessment targets and criteria, clarifying students' performance.
2.3.2.2. Tailor feedback to individual student needs, ensuring it is meaningful and directly tied to learning outcomes.

	
	2.3.3. Give feedback on students’ strengths and weaknesses. 
	2.3.3.1. Analyze individual results to detail each student's strengths and weaknesses for tailored feedback.
2.3.1.2. Provide detailed feedback that clearly highlights strengths and weaknesses, directing students on areas for improvement.

	
	2.3.4. Give feedforward providing students with specific advice and suggestions for how they can improve in future tasks.
	2.3.4.1. Suggest practical ways for students to improve on future tasks, based on observations from current assessments.
2.3.4.2. Guide students through a detailed improvement plan that incorporates both short-term targets and long-term goals.

	
	2.3.5. Encourage students’ engagement in self- and peer-assessment.
	2.3.5.1. Explain self- and peer-assessment guidelines to ensure student understanding before participation.
2.3.5.2. Enhance self- and peer-assessment by providing structured feedback, guiding students, and addressing common concerns.
2.3.5.3. Identify barriers to effective self- and peer-assessment, such as lack of trust or misunderstandings of criteria.
2.3.5.4. Develop and implement solutions to address barriers in self- and peer-assessment, focusing on building trust and refining criteria.

	
	2.3.6. Utilize digital tools and platforms for feedback when appropriate. 
	2.3.6.1. Employ basic digital tools to deliver timely and accessible feedback to students.
2.3.6.2. Incorporate various digital tools to provide interactive feedback, enhancing student understanding and engagement.
2.3.6.3. Pioneer new digital feedback methods and platforms to transform how feedback is delivered and received.

	2.4. Reporting language assessment results
	2.4.1. Communicate assessment results to stakeholders, such as students and the head division.  
	2.4.1.1. Speak understandably with students about the meaning of the report grades to help them improve their performance. 
2.4.1.2. Speak understandably with the head division about the decisions based on classroom test results.
2.4.1.3. Engage in discussions with the head division about curriculum changes driven by classroom results. 

	3.1. Evaluating qualities of competence-based language assessment process to make improvements for future assessments
	3.1.1. Evaluate the construct validity of a language assessment process, such as by assessing the content coverage and verifying the task types used in the task. 
	3.1.1.1. Analyze the alignment of test items, scoring methods, and administration procedures with the assessment targets to ensure each component contributes effectively.
3.1.1.2. Identify and assess potential threats to validity, such as non-representative test content, and their impact on the assessment's overall validity. 
3.1.1.3. Propose strategies to improve validity, including revising test items, adjusting scoring criteria, and modifying administration procedures.

	
	3.1.2. Evaluate the reliability of a language assessment process, such as by analyzing its consistency and reviewing the scoring procedures
	3.1.2.1. Assess the consistency of language assessments by analyzing test result uniformity and reviewing the systematic application of scoring procedures.
3.1.2.2. Identify issues affecting reliability, such as scorer inconsistencies or ambiguous test items.
3.1.2.3. Implement strategies to improve reliability, such as revising scoring guidelines, training scorers for consistent application, and clarifying test items.

	
	3.1.3. Evaluate the authenticity of a language assessment process, such as by examine the task relevance and considering contextual authenticity
	3.1.3.1. Review language assessment tasks to ensure their relevance and alignment with the real-world scenarios they aim to simulate.
3.1.3.2. Analyze each task's authenticity by evaluating how accurately the settings, interactions, and content mirror real-life language use conditions.
3.1.3.3. Regularly update assessment content to keep pace with changes in language use and relevant contexts in the real world.

	
	3.1.4. Evaluate the interactiveness of a language assessment process, such as by  considering the test-takers engagement and their active use of language knowledge and skills
	3.1.4.1. Identify engaging elements in language assessment tasks that actively involve test-takers in using their language skills.
3.1.4.2. Create interactive assessment tasks using real-life scenarios and collaborative activities to actively engage test-takers
3.4.1.3. Design assessment tasks that incorporate collaborative activities to actively engage test-takers.

	
	3.1.5. Evaluate the impact of a good language assessment task, such as by considering the educational and social consequences and the perceptions of students, teachers, and other stakeholders.
	3.1.5.1. Evaluate the educational and immediate social outcomes of language assessment tasks by synthesizing stakeholder perspectives. 
3.1.5.2. Analyze the effects and implications of a good language assessment task on different groups within the educational system and society.
3.1.5.3. Develop strategies for improving language assessment practices and policies integrating input from multiple stakeholders.

	
	3.1.6. Evaluate the practicality of a good language assessment task, such as by reviewing the resources and reflecting the assessment process's efficiency.
	3.1.6.1. Identify key factors affecting the practicality of language assessments, including time constraints, resource availability, and administrative challenges.
3.1.6.2. Examine how specific constraints like time, resources, and administration impact the overall efficiency and feasibility of language assessments.
3.1.6.3. Evaluate the current language assessment processes, assessing the effectiveness of existing formats, technology use, and resource management.
3.1.6.4. Enhance the practicality of language assessment processes by streamlining formats, leveraging technology, optimizing resources, and refining administrative procedures.


APPENDIX D: The final draft of competencies and performance indicators for EFL Vietnamese lecturers (After expert paneling – Round 2)
	Competencies
	Performance indicators
	Quality Criteria

	1.1. Understanding fundamental concepts in the field of language assessment and language assessment frameworks in Vietnam 

	Understand aspects/components of language competence
1.1.1. Understand the fundamental aspects of language competence, such as grammatical, sociolinguistic, strategic, and pragmatic components.
(*) Grammatical competence: knowledge of and ability to use the grammar, syntax, vocabulary, and pronunciation of a language
(*) Sociolinguistic competence: understanding the social context in which language is used.
(*) Strategic competence: the ability to manipulate language or employ alternative strategies to achieve communication goals.
(*) Pragmatic competence: the ability to use language effectively in a contextually appropriate manner.
	1.1.1.1. Point out the fundamental aspects of language competence, including grammatical, sociolinguistic, strategic, and pragmatic components. 
1.1.1.2. Explain how grammar, sociolinguistics, strategy use, and practical communication skills contribute to overall language competence.
1.1.1.3. Apply understanding of language competence to develop effective teaching strategies.


	
	Understand theories of language assessment
1.1.2. Describe the fundamental steps in the process of conducting assessments in English teaching at the university level in Vietnam. 
	1.1.2.1. Describe the basic steps involved in conducting an assessment at Vietnamese tertiary level. 
1.1.2.2. Provide detailed descriptions of each step in the assessment process, including the purpose and key actions involved.
1.1.2.3. Explain how to implement each step effectively, identify key requirements, and address common issues during the assessment process.

	
	Understand the distinctions and purposes of various types of assessments
1.1.3. Differentiate language assessment purposes, such as diagnostic, formative, summative, and placement.

	1.1.3.1. Recognize the different purposes of language assessments, such as diagnostic, formative, summative, and placement.
1.1.3.2. Differentiate between assessment purposes by describing their unique features and roles in language learning.
1.1.3.3. Analyze the implications of using each type of assessment in educational settings, discussing how they impact teaching strategies and student outcomes. 
1.1.3.4. Apply that knowledge to design and implement appropriate assessment strategies for specific language learning contexts.

	
	Master core principles of language assessment
1.1.4. Explain some aspects of language assessment principles and ethics, such as reliability, validity, fairness, and objectivity.
	1.1.4.1. List some key principles of language assessment such as reliability, validity, fairness, and objectivity.
1.1.4.2. Explain the importance of maintaining those language assessment principles.
1.1.4.3. Analyze how the principles impact the effectiveness of language assessments and ethical considerations. 

	
	Get familiar with language testing frameworks and standards
1.1.5. Understand components (such as proficiency levels, descriptors, and assessment domains) of widely used language proficiency frameworks (e.g., CEFR, KNLNNVN, and Vietnamese MOET's 2018 General Education English Curriculum).
	1.1.5.1. Identify the main components of language proficiency frameworks like CEFR, KNLNNVN, and Vietnamese MOET's curriculum, including proficiency levels, descriptors, and assessment domains.
1.1.5.2. Explain the proficiency levels within these frameworks, describing what each level signifies in terms of language ability.
1.1.5.3. Interpret the descriptors in these frameworks, and how they assess language skills in various domains.
1.1.5.4. Utilize that knowledge to select the content and assessment techniques to meet program requirements. 

	
	Get familiar with local guidelines
1.1.6. Recall the key content of language assessment guidelines, rules, and protocols established by the Vietnamese university or department for conducting language assessments.
	1.1.6.1. Provide a straightforward overview of guidelines and regulations in various language assessment contexts. 
1.1.6.2. Elaborate on these instructions and regulations to ensure accurate application during assessments.
1.1.6.3. Apply these guidelines and rules accurately in practical assessment scenarios, ensuring compliance and consistency.

	1.2. Developing language assessment targets 
	Define learning targets
1.2.1. Defining the learning targets for the four skills and their major language components. 
	1.2.1.1. Identify and categorize the four major language skills along with their critical components, such as grammar, vocabulary, pronunciation, and discourse.
1.2.1.2. Analyze learning needs and contexts to determine the specific competencies required within each language skill.
1.2.1.3. Set specific, measurable learning targets for each language skill and its components, ensuring they align with broader educational goals.

	
	Develop specific assessment targets
1.2.2. For each identified skill or competency, develop specific assessment targets that describe what students should be able to do upon successful learning.
	1.2.2.1. Define specific learning outcomes that detail the knowledge, skills, and abilities students should demonstrate by the end of the learning period. 
1.2.2.2. Develop criteria for each assessment target to specify how student performances will be evaluated.
1.2.2.3. Align assessment targets with instructional strategies to ensure that teaching methods effectively support achieving the defined targets.

	
	Incorporate contextual insights 
1.2.3. Adjust language assessment targets to match the cultural and situational elements that affect language learning and usage.
	1.2.3.1. Identify cultural and situational factors that affect language learning and usage.
1.2.3.2. Analyze the impact of these factors on language assessment requirements.
1.2.3.3. Develop culturally and situationally appropriate assessment targets. 
1.2.3.4. Implement and continuously assess the effectiveness of these culturally adjusted targets.

	
	Communicate targets to students
1.2.4. Communicate language assessment targets and expectations to students, fostering transparency and accountability in the learning process.
	1.2.4.1. List the assessment targets at the beginning of the lesson or unit to provide students with clarity and purpose of their learning activities.
1.2.4.2. Provide a clear explanation of why each assessment target is essential for students' language development.
1.2.4.3. Adjust if necessary based on students' preferences and real teaching context.

	1.3. Selecting appropriate language assessment methods 
	Understand assessment methods
1.3.1. Evaluate the advantages and limitations of various assessment methods, from traditional tests to performance-based assessments, to select the most effective approach for each context. 
	1.3.1.1. Identify the advantages and limitations of each assessment method.
1.3.1.2. Compare and contrast different assessment methods based on their advantages and limitations to determine their suitability for specific educational contexts. 
1.3.1.3. Select the most effective assessment method for each educational context, ensuring alignment with learning outcomes and student needs.

	
	Align assessment purposes
1.3.2. Align the methods of assessments (e.g., to inform instruction, measure proficiency, place students) with assessment targets and learner needs.
	1.3.2.1. Identify assessment targets and learner needs specific to the educational context. 
1.3.2.2. Align assessment methods with targets to ensure accurate measurement.
1.3.2.3. Periodically review and adjust assessment methods as necessary to continually meet targets and needs.

	
	Evaluate existing assessment practices
1.3.3. Critically analyze and reflect on existing assessment practices and policies to ensure they are aligned with pedagogical goals and student needs.

	1.3.3.1. Identify the current assessment practices and policies within the educational setting. 
1.3.3.2. Analyze how well these assessment practices and policies align with defined pedagogical goals and student needs. 
1.3.3.3. Pinpoint what aspects of the current practices are working well and what areas need improvement.
1.3.3.4. Suggest practical improvements to enhance the effectiveness, fairness, and alignment of assessment practices.

	
	Adapt existing assessment tools
1.3.4. Adapt existing assessment tools to meet specific learning targets and contextual demands.
	1.3.4.1. Identify the specific needs and areas where the existing assessment tools require adaptation.
1.3.4.2. Develop specific strategies to adapt the assessment tools, ensuring they are more effective and relevant.
1.3.4.3. Implement the necessary adaptations to the assessment tools, making adjustments based on the developed strategies.
1.3.4.4. Evaluate the effectiveness of the adapted assessment tools in meeting the identified needs and objectives.

	
	Develop new assessment tools
1.3.5. Develop new assessment tools to meet specific learning targets and contextual demands.

	1.3.5.1. Analyze learning targets and contextual needs to define requirements for new assessment tools. 
1.3.5.2. Develop new assessment content that accurately measures learning targets and fits the context. 
1.3.5.3. Make adjustments to the assessment tools if necessary based on feedback and evolving educational needs.

	1.4. Designing assessment tasks to measure specific language abilities or competencies 

	Determine the task format
1.4.1. Decide on the type of task (e.g., multiple-choice, essay, presentation, role-play).
	1.4.1.1. Analyze various task types (e.g., multiple-choice, essay, presentation, role-play) to understand their characteristics and how they measure different skills.
1.4.1.2. Take into account factors such as the diversity of the student population, their preferences, and the practical constraints such as time, resources, and technology availability when selecting the task type.
1.4.1.3. Make an informed decision on the most suitable task type based on an analysis of assessment goals, task characteristics, student needs, and practical constraints.

	
	Create detailed specifications
1.4.2. Draw up language assessment task specifications, such as purpose, construct, description, scoring, and sample task.
 
	1.4.2.1. Identify the specific language construct (e.g., grammar, vocabulary, fluency) that the assessment task will evaluate.
1.4.2.2. Analyze the basic components required for language assessment task specifications, such as purpose, construct, description, scoring, and sample tasks.
1.4.2.3. Develop tailored language assessment specifications, ensuring alignment and coherence among all components.

	
	Set the assessment conditions
1.4.3. Describe the conditions under which the task will be performed, such as time limits, resources available, and any aids students are allowed to use.
	1.4.3.1. Explain the importance of aligning language assessment tasks with the practical constraints of the course.
1.4.3.2. Develop language assessment tasks that can be feasibly implemented within the allocated time and available teaching resources.
1.4.3.3. Adjust language assessment tasks to the practical constraints of the course.

	
	Select assessment tasks input
1.4.4. Decide on assessment input aligning with the assessment targets.
	1.4.4.1. Evaluate different types of assessment input (e.g., written questions, practical tasks, multimedia) to determine which best suits the defined targets.
1.4.4.2. Select the specific inputs that align most closely with the targeted language abilities or competencies. 
1.4.4.3. Customize assessment inputs to fit the specific educational context and the needs of the learners.

	
	Design authentic tasks
1.4.5. Design tasks that incorporate real-life language use scenarios when possible.
	1.4.5.1. Identify real-life scenarios for language assessment tasks that reflect practical language skills usage.
1.4.5.2. Design language assessment tasks that realistically simulate everyday language use.
1.4.5.3. Tailor scenarios to specific language competencies and educational objectives.

	
	Utilize technology
1.4.6. Utilize technology and digital tools in designing language assessment tasks when needed.
	1.4.6.1. Assess the basic technological needs for language assessments and the availability of necessary facilities and resources in the school environment.
1.4.6.2. Employ basic digital tools to design language assessment tasks when needed.
1.4.6.3. Pioneer new digital methods and platforms to create more engaging and comprehensive language assessments.

	
	Articulate instructions
1.4.7. Articulate instructions for each task, ensuring students understand what is expected of them.
	1.4.7.1. Formulate straightforward and clear instructions for language assessment tasks that communicate basic expectations to students.
1.4.7.2. Refine wording to eliminate ambiguity and ensure all students comprehend what is expected.
1.4.7.3. Employ multimedia tools and interactive strategies to enhance instruction delivery where appropriate. 

	
	Describe the expected response
1.4.8. Outline what a successful response looks like, such as the length, format, and key components expected in student responses.
 
	1.4.8.1. Identify the basic requirements for a successful response, such as general guidelines on length and format.
1.4.8.2. Specify critical criteria for successful responses, such as exact length, format, and key components to demonstrate language competence.
1.4.8.3. Illustrate exemplary responses with detailed examples and annotations to explain how each element meets or exceeds criteria.

	
	Develop scoring instrument for performance-based assessment
1.4.9. Develop detailed scoring instrument(s) that detail how responses will be evaluated.
	1.4.9.1. Construct a basic scoring instrument outlining general evaluation criteria. 
1.4.9.2. Develop a detailed scoring instrument that specifies evaluation criteria for content, organization, and language use.
1.4.9.3. Review and refine scoring instruments to improve clarity, reliability, and fairness, ensuring alignment with educational standards.

	
	Clarify performance levels
1.4.10. Define performance levels or scoring bands, providing descriptors for each level to guide consistent and objective scoring.

	1.4.10.1. Define distinct performance levels or scoring bands that categorize different degrees of proficiency or achievement. 
1.4.10.2. Develop descriptors for each level of performance for each criterion.
1.4.10.3. Ensure that the descriptors for each performance level are consistent and objective, facilitating fair and uniform application across different assessments.

	
	Validate and refine
1.4.11. If possible, consult or cross-check with colleagues and refine the task.
	1.4.11.1. Prepare the assessment task details and any related materials necessary for a productive consultation with colleagues. 
1.4.11.2. Engage colleagues in a collaborative review process, seeking their insights and suggestions for improvements to the assessment task. 
1.4.11.3. Analyze the feedback received from colleagues, identifying common themes and actionable suggestions.
1.4.11.4. Implement the refinements to the assessment task based on the consensus or most valuable feedback from the collaborative review.

	2.1. Administering language assessment tasks 
	Prepare the assessment environment
2.1.1. Prepare all necessary materials, such as assessment instructions, question papers, answer sheets, audio-visual equipment (if needed), and any other resources required for the task.
	2.1.1.1. Prepare and check all assessment materials, ensuring their functionality and correct setup. 
2.1.1.2. Identify and minimize potential distractions in the assessment environment, such as noise and unnecessary movement.
2.1.1.3. Create a comfortable and supportive atmosphere for students, ensuring fair assessment conditions.
2.1.1.4. Coordinate with other examiner(s) if necessary to manage the entire assessment environment setup, ensuring all elements are in place and functional, and make adjustments as needed to maintain an optimal assessment setting.

	
	Follow assessment guidelines
2.1.2. Follow the specific guidelines and protocols for administering the assessment, such as timing, permitted materials, and instructions.
	2.1.2.1. Prepare detailed and clear instructions for students on how to approach and complete assessment tasks.
2.1.2.2. Communicate these instructions to all students, ensuring that everyone understands the procedures and requirements of the exam.
2.1.2.3. Listen to and address any queries from students, aiming to reduce ambiguity and stress for them.
2.1.2.4. Supervise and support the assessment process to ensure that all students adhere to the instructions, maintaining a serious and fair examination environment.

	2.2. Scoring language assessment tasks 

	Interpret the scoring criteria
2.2.1. Compare the students’ performances and scoring instruments.
	2.2.1.1. Review the scoring instrument, including their criteria and the expected standards for each performance level.
2.2.1.2. Match students' performances with scoring instrument descriptions to ensure evaluation consistency.
2.2.1.3. Explain how well students’ performances align with scoring descriptors.

	
	Conduct scoring sessions 
2.2.2. Conduct scoring or comment sessions based on the defined marking rubrics of the language assessment task.
	2.2.2.1. Apply the rubrics to assess student performances, ensuring consistency and fairness in scoring.
2.2.2.2. Make notes or comments on specific aspects of the student's performance, which can be used later to provide detailed feedback.
2.2.2.3. Review and make adjustments as needed to ensure that all assessments are aligned with the rubric standards.

	
	Coordinate with other scorers (if necessary)

2.2.3. Coordinate with other scorers to schedule and organize the scoring sessions.
	2.2.3.1. Work with other scorers to establish and agree upon scoring norms and calibration, ensuring consistency in applying the rubric criteria.
2.2.3.2. Conduct collaborative scoring, applying the rubric criteria and discussing each student performance with other scorers to reach consensus on scores. 
2.2.3.3. Address any discrepancies in scoring by facilitating discussions and reaching consensus with other scorers to boost the reliability of assessments. 

	2.3. Giving feedback on language assessment tasks 
	Review assessment outcomes to identify students’ strengths and weaknesses
2.3.1. Analyze the assessment results to understand each student's performance.
	2.3.1.1. Analyze assessment results to identify trends and patterns in student performance.
2.3.1.2. Infer students’ strengths and weaknesses based on data.
2.3.1.3. Synthesize results from multiple assessments to track each student's progress over time.

	
	Propose specific and meaningful feedbacks
2.3.2. Give specific and meaningful feedback aligning with assessment targets and purposes. 

	2.3.2.1. Clarify the specific targets and purposes of the assessment to ensure my feedback is relevant.
2.3.2.2. Deliver specific feedback that aligns with assessment targets and criteria, clarifying students' performance.
2.3.2.3. Tailor feedback to individual student needs, making it personal and relevant. 

	
	Provide feedforward
2.3.3. Give feedforward providing students with specific advice and suggestions for how they can improve in future tasks.

	2.3.3.1. Analyze students’ current performances to identify areas where improvement is needed. 
2.3.3.2. Set clear, achievable goals for improvement based on the analysis of student performance. 
2.3.3.3. Communicate feedforward effectively, ensuring that students understand the advice and how to apply it to future tasks. 

	
	Encourage students’ self and peer assessments
2.3.4. Encourage students’ engagement in self- and peer-assessment.

	2.3.4.1. Introduce self- and peer-assessment to students, highlighting their benefits for learning. 
2.3.4.2. Provide structured feedback tools like checklists or rubrics to improve students' self- and peer-assessments.
2.3.4.3. Evaluate barriers to effective self- and peer-assessment, such as lack of trust or unclear criteria.
2.3.4.4. Implement strategies to address self- and peer-assessment barriers, focusing on building trust and clarifying criteria.

	2.4. Reporting language assessment results 

	Communicate the results
2.4.1. Communicate assessment results to stakeholders, such as students and the head division.

	2.4.1.1. Communicate assessment results to stakeholders (such as students and the head division) in a clear and straightforward manner.
2.4.1.2. Engage in two-way communication with stakeholders, encourage questions and feedback to identify action plans for improvement.
2.4.1.3. Participate in discussions with the head division about curriculum changes driven by classroom results.

	3.1. Evaluating qualities of language assessment process to make improvements for future assessments 

	Evaluate the construct validity
3.1.1. Evaluate the construct validity of a language assessment process, such as by assessing the content coverage and verifying the task types used in the task.
	3.1.1.1. Identify potential threats to validity, such as non-representative test content, and their impact on the assessment's overall validity. 
3.1.1.2. Analyze the alignment of test items, scoring methods, and administration procedures with the assessment targets to ensure each component contributes effectively.
3.1.1.3. Propose strategies to improve validity, including revising test items, adjusting scoring criteria, and modifying administration procedures. 

	
	Evaluate the reliability
3.1.2. Evaluate the reliability of a language assessment process, such as by analyzing its consistency and reviewing the scoring procedures.
	3.1.2.1. Identify issues affecting reliability, such as scorer inconsistencies or ambiguous test items.
3.1.2.2. Assess the consistency of language assessments by analyzing test result uniformity and reviewing the systematic application of scoring procedures.
3.1.2.3. Implement strategies to improve reliability, such as revising scoring guidelines, training scorers for consistent application, and clarifying test items.

	
	Evaluate the authenticity
3.1.3. Evaluate the authenticity of a language assessment process, such as by examining the task relevance and considering contextual authenticity.
	3.1.3.1. Review language assessment tasks to ensure their relevance and alignment with the real-world scenarios they aim to simulate.
3.1.3.2. Analyze each task's authenticity by evaluating how accurately the settings, interactions, and content mirror real-life language use conditions.
3.1.3.3. Regularly update assessment content to keep pace with changes in language use and relevant contexts in the real world.

	
	Evaluate the interactiveness
3.1.4. Evaluate the interactiveness of a language assessment process, such as by considering the test-takers engagement and their active use of language knowledge and skills.
	3.1.4.1. Identify engaging elements in language assessment tasks that actively involve test-takers in using their language skills.
3.1.4.2. Examine the extent to which test-takers apply their language abilities in a meaningful and practical way, looking for evidence of real-world language use and problem-solving.
3.1.4.3. Synthesize observations, analysis, and feedback to evaluate assessment interactiveness and propose actionable recommendations to enhance future assessments. 

	
	Evaluate the impact
3.1.5. Evaluate the impact of a good language assessment task, such as by considering the educational and social consequences and the perceptions of students, teachers, and other stakeholders.
	3.1.5.1. Collect feedback and data from multiple sources to evaluate the assessment task’s impact. 
3.1.5.2. Evaluate the educational and social outcomes of language assessment tasks based on collected data and feedback.
3.1.5.3. Make informed recommendations for improving the assessment task based on a thorough evaluation of its educational and social impacts.

	
	Evaluate the practicality
3.1.6. Evaluate the practicality of a good language assessment task, such as by reviewing the resources and reflecting the assessment process’s efficiency.
	3.1.6.1. Understand the criteria that define the practicality of a language assessment task, such as resource availability, time constraints, and administrative feasibility. 
3.1.6.2. Analyze the administrative feasibility and reflect on the overall efficiency of the assessment process, identifying areas for improvement.
3.1.6.3. Make practical adjustments to enhance efficiency and communicate the evaluation findings and recommendations to relevant stakeholders.


APPENDIX E.1: Focus group protocol
Introduction: 
Begin by introducing the participants to the draft Language Assessment Literacy (LAL) framework, highlighting its development through a comprehensive review of existing literature and its relevance to EFL teaching. Emphasize the importance of their feedback in evaluating the framework’s relevance, clarity, and practicality within the Vietnamese EFL context. Provide an overview of the focus group process, explaining how their input will inform further revisions.

Guiding questions:
1. Initial impressions: 
- After reviewing the framework, what are your overall impressions? 

- Which aspects stand out as particularly relevant, effective, or in need of improvement?

2. Literature-based insights: 
- How well does this framework reflect current theoretical understandings of Language Assessment Literacy as presented in the literature? 

- Are there any concepts or perspectives you believe are missing or underrepresented?

3. Relevance to Vietnamese EFL context: 
- How effectively does this framework address the specific needs of Vietnamese EFL lecturers? 

- Are there cultural or educational aspects unique to this context that should be better reflected?

4. Comprehensiveness of competencies: 
- Do you think the framework comprehensively covers the competencies needed for Language Assessment Literacy? 
- Are there any areas you believe are particularly essential or potentially overlooked?
5. Clarity of terminology and concepts: 
- Is the terminology used in the framework clear and easy to understand? 

- Are there specific terms or concepts that may need clarification or rephrasing for better accessibility?

6. Practicality of performance indicators: 
- Do the performance indicators align with real-life teaching and assessment practices in Vietnamese classrooms? 

- Are they realistic and practical for EFL lecturers to implement?

7. Alignment with professional practice: 
- To what extent do the competencies and performance indicators reflect your professional experiences and practices? 

- Are there areas of LAL that might be difficult to demonstrate in everyday EFL teaching?

8.  Supporting professional development: 
- Do you believe this framework could serve as a tool for professional development among Vietnamese EFL lecturers? 

- Which competencies do you think would be most valuable for enhancing assessment practices? 

9. Reflection on theoretical models: 
- Are there specific language assessment theories or models you recognize in this framework? 

- Are there any theories you would suggest incorporating or emphasizing more explicitly?

10. Comparability with other standards: 
- How does this framework compare to other LAL standards or frameworks you are familiar with? 

- Does it bring unique value, or does it align with common elements in existing models?
11. Usability and accessibility: 
- Is the framework accessible for different levels of teaching experience among EFL lecturers? 
- What adjustments might make it more user-friendly and inclusive?
12. Final feedback and suggestions: 
- Lastly, what other suggestions or changes would you recommend for improving this framework? 
- Are there specific areas where you feel adjustments would enhance its relevance or clarity?
Conclusion: 
Thank the participants for their valuable input. Summarize the key points discussed and invite any additional reflections or feedback they might have. Reassure them that their contributions are essential to refining the framework and improving its effectiveness for EFL lecturers.
APPENDIX E.2: Interview questions - Round 1
I would like to thank you very much for your participation in this interview. I would like to ask you some questions about your perception of the scale use and your reflection on participation in this research. This interview should take about 30 minutes and it will be recorded to make it easier for me to concentrate on what you say. Are you okay with this? (ask consent from the participants). For the following questions, please describe your opinions about the framework.
Comprehensibility of the scale content 
1. Are the scale descriptors easy to understand in your opinion? Do you think there are any other critical aspects of language assessment literacy that are not covered by this framework?
2. In your opinion, are the questions clear in terms of language, and is the number of questions sufficient to accurately measure the competency group? Are the criteria adequate and proportional in terms of the importance of these competency groups?
Relevance and representativeness of the content
3. Do you think the competency groups in the framework are specific and representative of the assessment literacy required for university lecturers? Please describe. 
Structural aspect: + Correlation between the parts or internal components
4. Are the criteria and indicators in the competency framework logically structured, appropriate, and balanced?
+ The logic, appropriateness and balance in the structure of the competency framework. 
5. What parts of the framework may be extraneous or not as important for measuring the constructs of language assessment literacy? 
6. Are the criteria within each component competency suitable for those competencies? Are there any criteria that are not appropriate or unnecessary for university lecturers teaching English at universities?
+ Clarity of the competency framework structure
7. In your opinion, is the structure of the competency framework clear?
External structure: Correlation with other assessment frameworks 
8. Is this competency framework equivalent to other competency frameworks for lecturers or other professional standards in Vietnam?
Applicability
9. Do you think this assessment competency framework is applicable for evaluating the assessment literacy of university lecturers?
Generalizability
10. Does this assessment competency framework sufficiently generalize the assessment literacy of university lecturers in Vietnamese universities?
Additional Feedback
Do you have any other suggestions for improving the framework? Please describe. 
Thank you very much for your time and valuable input. Your responses are crucial for the advancement of this research and will contribute significantly to improving the framework we are developing. If you have any further thoughts or feedback that occur to you after this interview, please feel free to reach out to me. I appreciate your involvement and insights.
APPENDIX E.3: Interview questions - Round 2
Instructions: I value your insights on the Language Assessment Literacy Scale (LALS) and look forward to your thoughts on the recent refinements. This interview should take about 30 minutes, and we would like to record it to focus on your feedback fully. Are you comfortable with this? For each question, please share your opinions and provide any specific feedback on the framework.
Clarity and specificity
How effectively are the components and indicators of the framework defined, making them clear and actionable for educators?
Logical flow and usability
To what extent do the reordering and added examples enhance the framework’s logical flow and usability, supporting educators in applying it effectively?
Depth and representativeness
How well do the indicators and sub-indicators cover the essential aspects of language assessment literacy without adding unnecessary complexity?
Alignment and terminology
How effectively does the terminology align with international standards, enhancing the framework’s clarity and relevance across contexts?
Overall readiness for field testing
How ready is the framework for field testing, considering any remaining ambiguities or inconsistencies?
Additional Feedback
What additional suggestions do you have to improve the quality or usability of the framework?
APPENDIX F: Amendments made to the framework following focus groups and expert reviews
Appendix F.1: Amendments to performance indicators following focus group
	First draft performance indicators
	Concerns
	Changes

	1.1.1 Describe the differences among the terms, that is assessment, tests, measurements and evaluations
	Suggestion to use the word ‘fields’ instead of ‘terms’ to reflect the task more generally.
	1.1.1 Describe the differences among the fields, i.e., assessment, tests, measurements, and evaluations

	1.1.2 Recall fundamental ideas and theories related to language assessment
	‘fundamental ideas and theories’ may be too general; Suggest to replace with a more general recall task such as describing key stages
	1.1.2 Describe key stages in the language assessment process

	1.1.3 Identify components of widely used language proficiency frameworks
	Focus on identification by making more clear with examples
	1.1.4 Identify components (i.e., proficiency levels, descriptors, and assessment domains) of widely used language proficiency frameworks (e.g., CEFR, KNLNNVN, and Vietnamese MOET's 2018 General Education English Curriculum)

	1.1.4 Differentiate language assessment purposes
	Make more clear with examples of basic differentiation
	1.1.3 Differentiate language assessment purposes, such as diagnostic, formative, summative, and evaluative

	1.1.5 Describe key stages in the language assessment process
	General description
	Merged with 1.1.2

	1.1.6 Demonstrate knowledge of testing and assessment principles and ethics
	General explanation; suggestion to be more specific
	1.1.6 Explain some aspects of language assessment principles and ethics, including reliability, validity, fairness, and objectivity

	1.1.7 Identify Vietnamese directives and language assessment guidelines for tertiary level
	Overlap with other indicators
	1.1.5 Recall parts of Vietnamese directives and language assessment guidelines for tertiary level

	1.2.1 Justify the importance of learning targets in instruction practices and assessment
	Justification needed
	1.2.1 Identify the desirable qualities of learning targets, such as learner-centered, performance-centered, and content-centered

	1.2.2 Include main components in a language assessment target
	Needs more specificity
	1.2.2 Include the main components, namely target knowledge/skill, performance level, and conditions in which this performance level is reached, in writing a language assessment target

	1.2.3 Name the desirable qualities of learning targets
	More action-oriented language needed
	Merged with 1.2.1

	1.2.4 Set language learning targets according to the university’s English curriculum
	Clarification needed
	1.2.3 Set language learning targets according to the university’s English curriculum and syllabus requirements

	1.2.5 Integrate students’ prior knowledge and experiences in defining language assessment targets.
	Overlap with other indicators
	1.2.4 Integrate students’ language proficiency level in defining language assessment targets

	1.2.6 Refer to relevant language proficiency frameworks in designing language assessment targets
	Redundancy with 1.1.3
	1.2.5 Refer to relevant language proficiency frameworks in designing language assessment targets to identify skills and components that should be assessed (such as the CEFR, KNLNNVN, etc.)

	1.2.7 Refer to the guiding principles of the local school when developing language assessment targets.
	Ambiguity
	Merged with 1.2.6

	1.2.8 Develop language assessment targets according to accepted learning principles
	Redundancy
	Merged with 1.2.3

	1.2.9 Develop language assessment targets according to the practical constraints of the course
	Overlap with other indicators
	Merged with 1.2.6

	1.2.10 Incorporate contemporary competencies into setting assessment targets
	More clarity needed
	1.2.6 Incorporate contemporary competencies for university students, like critical thinking, research skills and lifelong self-learning skills, into setting assessment targets

	1.2.11 Communicate language assessment targets with students to reach their agreement
	Ambiguity
	1.2.7 Communicate language assessment targets with students to reach their agreement

	1.3.1 Evaluate the benefits and drawbacks of different alternatives in language assessment
	General evaluation
	1.4.1 Evaluate the benefits and drawbacks of different alternatives in language assessment, i.e., selected-response, construct-response, and personal response methods and their accompanied instruments

	1.3.2 Evaluate the consistency with the school’s guiding documents when choosing an appropriate assessment method
	Specificity needed
	Merged with 1.4.2

	1.3.3 Examine the alignment with the defined purposes in the syllabus when choosing an appropriate assessment method
	More focused indicators
	Merged with 1.4.1

	1.3.4 Align the assessment instrument with the nature of the subject when choosing an appropriate option (e.g., quiz, assignments, portfolios, etc.).
	Overlap with other indicators
	Merged with 1.4.3

	1.3.5 Account for the language proficiency level of the target population when choosing an appropriate assessment method
	Specificity needed
	1.4.2 Justify the use of multiple language assessment methods (both traditional testing practices and alternative assessment)

	1.3.6 Align the professional outcomes when choosing an appropriate assessment method
	Redundancy
	Merged with 1.4.2

	1.3.7 Utilize the school’s accessible facilities when choosing an appropriate assessment practice 
	Specificity needed
	1.4.3 Utilize the school’s accessible facilities when choosing an appropriate assessment practice (e.g., cassette players, applications on computers to record voices, etc.).

	1.4.1 Identify language assessment task specifications’ components
	More action-oriented language needed
	1.3.1 Draw up language assessment task specifications’ components, such as purpose, construct, description, scoring, and sample task

	1.4.2 Generate appropriate materials for designing language assessment tasks
	Specificity needed
	1.3.2 Write instructions, i.e., guidance telling learners what they need to do to complete the task, such as giving clear selection criteria of materials, suitable model tasks, if possible

	1.4.3 Develop relevant language assessment tasks
	More specific language needed
	1.3.3 Adapt and design input, i.e., the material that learners need to look at/read/listen to in order to respond, in designing a language assessment task

	1.4.4 Write item distractors for a language assessment task
	Specific guidelines needed
	1.3.4 Consider the students’ expected response, i.e., what the student is expected to do in response to the input to demonstrate his or her language ability, in designing a language assessment task

	1.4.5 Provide answer keys for a language assessment task
	More clarity needed
	1.3.5 Align language assessment tasks with students’ classroom activities

	1.4.6 Decide item difficulty in a language assessment task
	More specificity needed
	1.3.6 Reflect the goals aimed at in the particular class in designing a relevant assessment task

	1.4.7 Review the content fits of the language assessment task
	Ambiguity
	1.3.7 Align language assessment tasks with the practical constraints of the course, such as time limits and available teaching resources


Appendix F.2: Amendments to performance indicators following expert paneling – Round 1
	Second draft performance indicators
	Concerns
	Changes

	1.1.1 – 1.1.6
	Change the order of indicators to be more suitable with the process-based description.
	The indicators have been rearranged.

	1.1.1. Describe the differences among the fields, i.e., assessment, tests, measurements, and evaluations
	This competence can be learnt at university, and in reality, lecturers do not often have to differentiate those terms. 
	Omitted and changed focus to describing fundamental steps in conducting assessments specific to English teaching at Vietnamese universities.

	1.1.4. Identify components of widely used language proficiency frameworks (e.g., CEFR, KNLNNVN, and Vietnamese MOET's 2018 General Education English Curriculum)
	Refined to emphasize understanding the components of the frameworks and their function and significance. Added the utilization of these frameworks in educational settings for tailoring assessments and curriculum development.
	Re-describe the quality criteria.

	1.1.5. Recall parts of Vietnamese directives and language assessment guidelines for tertiary level
	Broadened to include recalling the key content of guidelines, rules, and protocols. Added the interpretation and evaluation of these guidelines for adequacy and compliance with best practices.
	1.1.5.2. Interpret and evaluate the language assessment guidelines, rules, and protocols, assessing their adequacy and compliance with best practices in language assessment.

	1.2.1 Identify the desirable qualities of learning targets, such as learner-centered, performance-centered, and content-centered
	Shifted focus from identifying desirable qualities to defining specific learning targets for language skills and components. Added steps for analyzing curriculum content and aligning targets with assessment methods and course content.
	1.2.1 Defining the learning targets for the four skills and their major language components

	1.2.2 Include the main components, namely target knowledge/skill, performance level, and conditions in which this performance level is reached, in writing a language assessment target
	Expanded focus to develop specific assessment targets for each skill or competency, detailing expected performances and ensuring targets are measurable and aligned with learning outcomes.
	1.2.2 For each identified skill or competency, develop specific assessment targets that describe what students should be able to do upon successful learning

	1.2.3 Set language learning targets according to the university’s English curriculum and syllabus requirements
	The tasks previously covered under this competency are now integrated within 1.2.1, emphasizing defining learning targets and aligning them with course content and assessment methods.
	Merged with 1.2.1

	1.2.4 Consider students’ language proficiency level in defining language assessment targets
	Broadened focus to include adjusting targets based on cultural and situational factors affecting language learning. Added emphasis on tailoring targets to various educational contexts and creating adaptable targets.
	1.2.3 Adjust language assessment targets to match the cultural and situational elements that affect language learning and usage

	1.2.5 Refer to relevant language proficiency frameworks…
	The tasks related to referring to language proficiency frameworks are now included within 1.2.3, which focuses on adjusting assessment targets to match contextual elements and ensuring relevance and appropriateness.
	Merged with 1.2.4

	1.2.6 Incorporate contemporary competencies for university students, like critical thinking, research skills, and lifelong self-learning skills, into setting assessment targets
	The incorporation of contemporary competencies is now integrated within 1.2.1
	Merged with 1.2.1

	1.2.7 Communicate language assessment targets with students to reach their agreement
	Rearrange the order and refined wording
	1.2.4 Communicate language assessment targets and expectations to students, fostering transparency and accountability in the learning process

	1.3.1 – 1.3.4, 1.3.7
	Rearrange the order and refined wording
	The order changed

	1.3.5 Align language assessment tasks with students’ classroom activities
	Overlap with other indicators
	Merged with 1.4.3

	1.3.6 Reflect the goals aimed at in the particular class in designing a relevant assessment task
	Redundancy with 1.4.1
	Merged with 1.4.1

	1.4.1 – 1.4.3
	Rearrange the order and refined wording
	The order changed

	1.5.1 Review and revise the language assessment task with colleagues
	Rearrange the order and refined wording
	1.4.11 If possible, consult or cross-check with colleagues and refine the task

	1.5.2 Conduct a pilot assessment task with a small group of students
	This competency has been merged with 1.4.11.
	Merged with 1.4.11

	1.6.1 Select the suitable scale (analytical or holistic scale) depending on the specific assessment goals, the complexity of the task, and the desired level of detail in feedback
	Merged with defining performance levels or scoring bands. 
	Merged with 1.4.10 

	1.6.2 Develop a rating scale to assess students' language performance in the task
	This competency has been merged with 1.4.10, focusing on defining performance levels or scoring bands and developing descriptors for each level.
	Merged with 1.4.10

	1.6.3 Plan the logistics of the scoring, such as assessment examiners, assessment instruments, timing, venue suitability, and accessibility for diverse participants, etc.
	This is not a necessary competence
	Omitted.

	1.6.4 Prepare assessment materials, including test booklets, answer sheets, audio recordings, or any other resources required for the assessment
	Rearrange the order and refined wording
	2.1.1 Prepare all necessary materials, such as assessment instructions, question papers, answer sheets, audio-visual equipment (if needed), and any other resources required for the task.

	2.1.1 Follow a procedure (i.e., familiarizing with the task rubrics or answer sheets, such as a speaking/ writing test)
	Added emphasis on familiarizing with specific guidelines and protocols for administering the assessment. 
	2.1.2 Familiarize with the specific guidelines and protocols for administering the assessment, such as timing, permitted materials, and instructions.

	2.1.2 Know how to use technical devices in delivering assessment, if available (e.g., radio, voice recorder, etc.)
	Added emphasis on assessing technological needs and employing both basic and advanced digital tools.
	1.4.6 Utilize technology and digital tools in language assessment when needed.

	2.1.3 Give students detailed instructions about assessment format, tasks, and expectations
	Rearrange the order and refined wording
	1.4.7 Provide clear, concise instructions for each task, ensuring students understand what is expected of them.

	2.2.1 Understand different kinds of language scoring criteria in the tertiary working context of ELT in Vietnam
	Merged with defining performance levels or scoring bands. 
	Merged with 1.4.10

	2.2.2 Provide interpretation of scores based on the defined marking rubrics of the language assessment task
	Rearrange the order and refined wording
	1.4.9 Develop detailed scoring instrument(s) that detail how responses will be evaluated.

	2.2.3 Implement quality assurance measures to ensure the reliability and validity of the scoring process, such as double-checking scores or having a second scorer review a subset of responses
	Rearrange the order and refined wording
	2.2.4 Implement a scoring moderation process where scorers review and discuss scores that are significantly divergent and reach a consensus where necessary.

	2.3.1 Decide appropriate types of feedback (such as numerical scores or verbal evaluation) depending on the educational context
	Rearrange the order and refined wording
	2.3.2 Give specific and meaningful feedback aligning with assessment targets and purposes.

	2.3.2 Apply pedagogical principles, i.e., being personal, age-appropriate, specific, and comprehensive in providing feedback
	Merged with giving specific and meaningful feedback, focusing on aligning with assessment targets and criteria, and tailoring to individual student needs.
	2.3.2 Give specific and meaningful feedback aligning with assessment targets and purposes.

	2.3.3 Encourage students’ engagement in self- and peer-assessment
	Expanded focus on explaining guidelines, providing structured feedback, and addressing concerns. 
	Develop more quality criteria

	3.1.1 – 3.1.3 
	Refined wording and add more explanations
	Change ‘Utilize’ to ‘Evaluate’ 

	3.1.4 Evaluate the impact of a good language assessment task
	Expanded to explicitly consider the educational and social consequences and synthesizing stakeholder perspectives.
	3.1.5 Evaluate the impact of a good language assessment task, such as by considering the educational and social consequences and the perceptions of students, teachers, and other stakeholders.

	3.1.3 Evaluate the authenticity of a language assessment process, such as by examining the task relevance and considering contextual authenticity.
	
	New competency added


Appendix F.3: Amendments to performance indicators following expert paneling – Round 2
	Performance indicators/quality criteria
	Concerns
	Revised 

	1.1.1. Add the competence of “Understand fundamental aspects/components of language competence, such as grammatical, sociolinguistic, strategic, and pragmatic components.”
	This competence is the first knowledge of theories in language assessment
	Added to the scale with clarifications of each component competences

	1.1.5. Understand components (such as proficiency levels, descriptors, and assessment domains) of widely used language proficiency frameworks…

	Suggestion to provide detailed steps of understanding the widely-used frameworks and standards in Vietnam 
	Added a new indicator 
1.1.5.4. Utilize that knowledge to select the content and assessment techniques to meet program requirements

	1.2.3. Adjust language assessment targets to match the cultural and situational elements that affect language learning and usage.
	Suggestion to provide specific implementation and assessment methods to incorporate with contextual insights 
	Added a new indicator 
1.2.3.4. Implement and continuously assess the effectiveness of these culturally adjusted targets

	1.3.4. Adapt existing assessment tools to meet specific learning targets and contextual demands.
	Suggestion to provide specific evaluation methods
	Added a new indicator 
1.3.4.4. Evaluate the effectiveness of the adapted assessment tools in meeting the identified needs and objectives

	1.4.1. Decide on the type of task (e.g., multiple-choice, essay, presentation, role-play) and provide a clear description of its format and structure
	Suggestion to streamline and move the description of its format and structure to the next stage.
	1.4.1. Decide on the type of task (e.g., multiple-choice, essay, presentation, role-play)

	1.3.5. Develop customized assessment tools to meet specific learning targets and contextual demands.


	Suggestion to use ‘new’ instead of ‘customized’. 
	1.3.5. Develop new assessment tools to meet specific learning targets and contextual demands.

	1.4.1. Draw up language assessment task specifications’ components, such as purpose, construct, description, scoring, and sample task.





	Change the order with 1.4.2.
	

	1.4.2. Decide on the type of task (e.g., multiple-choice, essay, presentation, role-play) and provide a clear description of its format and structure.
	Change the order with 1.4.1. 
	

	1.4.5. Design authentic assessments that mirror real-world tasks and situations
	Suggestion to make this competence more specific by changing “mirror” into “incorporate” and add “when possible”. 
	1.4.5. Design tasks that incorporate real-life language use scenarios when possible

	1.4.6. Utilize technology and digital tools in language assessment when needed
	Suggestion to provide specific use of technological integration
	1.4.6. Utilize technology and digital tools in designing language assessment tasks when needed

	1.4.6. Utilize technology and digital tools in language assessment when needed
	Suggestion to describe the level of higher competence
	Added a new indicator
1.4.6.3 Pioneer new digital methods and platforms to create more engaging and comprehensive language assessments

	1.4.7 Provide clear, concise instructions for each task, ensuring students understand what is expected of them
	Suggestion to ensure the measurable feature of the competence
	1.4.7 Articulate instructions for each task, ensuring students understand what is expected of them

	1.4.7. Articulate instructions for each task, ensuring students understand what is expected of them.
	Suggestion to describe the level of higher competence
	Added a new indicator
1.4.7.3. Employ multimedia tools and interactive strategies to enhance instruction delivery where appropriate.

	1.4.8. Outline what a successful response looks like, such as the length, format, and key components expected in student responses.
	Suggestion to describe the level of higher competence
	1.4.8.3. Illustrate exemplary responses with detailed examples and annotations to explain how each element meets or exceeds criteria

	1.4.9. Develop detailed scoring instrument(s) that detail how responses will be evaluated.
	Suggestion to describe the level of higher competence
	1.4.9.3. Review and refine scoring instruments to improve clarity, reliability, and fairness, ensuring alignment with educational standards

	1.4.10. Define performance levels or scoring bands, providing descriptors for each level to guide consistent and objective scoring.
	Suggestion to describe the level of higher competence
	1.4.10.3. Ensure that the descriptors for each performance level are consistent and objective, facilitating fair and uniform application across different assessments

	1.4.11. If possible, consult or cross-check with colleagues and refine the task.
	Suggestion to describe the level of higher competence
	1.4.11.3. Analyze the feedback received from colleagues, identifying common themes and actionable suggestions.
1.4.11.4. Implement the refinements to the assessment task based on the consensus or most valuable feedback from the collaborative review

	2.1.2. Familiarize with the specific guidelines and protocols for administering the assessment, such as timing, permitted materials, and instructions.
	Change wording and make it more specific.
	2.1.2. Follow the specific guidelines and protocols for administering the assessment, such as timing, permitted materials, and instructions.

	2.1.3. Give students detailed instructions about assessment format, tasks, and expectations.
	Omit because it is not the typical competence for EFL lecturers. 
	

	2.1.4. Throughout the assessment, monitor the process to ensure students are on task and to address any issues or questions that arise.
	Omit because it is not the typical competence for EFL lecturers.
	

	2.2.1. Compare the students’ performances and scoring instruments.
	Suggestion to break this competence more specifically.
	2.2.1.3. Explain how well students’ performances align with scoring descriptors.

	2.2.2. Conduct scoring or comment sessions based on the defined marking rubrics of the language assessment task.
	Suggestion to break this competence more specifically.
	2.2.2.3. Review and make adjustments as needed to ensure that all assessments are aligned with the rubric standards.

	2.2.3. While scoring, make notes or comments on specific aspects of the student's performance, which can be used later to provide detailed feedback.
	Suggestion to merge this competence with 2.2.2.
	

	Coordinate with other scorers (if necessary)

	Suggestion to break this competence into one separate competence.
	2.2.3. Coordinate with other scorers to schedule and organize the scoring sessions.


	2.2.4. Implement a scoring moderation process where scorers review and discuss scores that are significantly divergent and reach a consensus where necessary.
	Suggestion to merge this competence with the coordination with other scorers. 
	

	2.2.5. Record and store all language assessment scores.
	Omit because it is not the typical competence for EFL lecturers.
	

	2.3. Giving feedback on language assessment tasks.
	Suggestion to rearrange the order more logically 
	The order of indicators has been rearranged.

	2.3.3. Give feedback on students’ strengths and weaknesses.
	Suggestion to merge this competence with 2.3.2. 
	

	2.3.6. Utilize digital tools and platforms for feedback when appropriate.
	Omit because it is already mentioned in the digital technology competence before. 
	

	3.1.4. Evaluate the interactiveness of a language assessment process, such as by  considering the test-takers engagement and their active use of language knowledge and skills
	Suggestion to develop this indicator in a different way to add the specific activities to evaluate assessment interactiveness.

	3.1.4.2 Examine the extent to which test-takers apply their language abilities in a meaningful and practical way, looking for evidence of real-world language use and problem-solving.
3.1.4.3 Synthesize observations, analysis, and feedback to evaluate assessment interactiveness and propose actionable recommendations to enhance future assessments.


APPENDIX G: The Questionnaire
Dear Sir/Madam,
The research, “The Development and Argument-Based Validation of a Scale for Measuring Vietnamese EFL Lecturers’ Language Assessment Literacy”, undertaken by Nguyen Thi To Loan, at the University of Languages and International Studies – Vietnam National University, Hanoi (ULIS-VNU) in fulfilment of her PhD dissertation, aims to construct an understanding of the Language Assessment Literacy (LAL) of English lecturers at various universities across Vietnam. This research has been approved by the Faculty of Postgraduates Studies Research Ethics Committee.
The questionnaire is structured into two sections:
1. Personal information.
2. Your perceptions, practices, and attitudes toward language assessment.
The questionnaire is expected to take approximately 15-20 minutes to complete. Your responses will provide crucial data for evaluating the language assessment literacy among English lecturers in Vietnam. Your responses will be anonymous and will not be used individually. You may withdraw from the survey at any time. The survey has also been designed to allow you to start and resume at another time as long as you use the same device. However, as the survey is anonymous, it will not be possible to remove your response from the database set collected should you wish to withdraw them at a later date.
As a token of appreciation for your participation, upon completion of the questionnaire, a link will be provided to access IELTS preparation resources and select e-books related to assessment in foreign language education.
Should you have any inquiries concerning this research, please feel free to reach out via email at nguyenthitoloan@hvu.edu.vn or by phone at +84 982 827 925.
Your time and invaluable support are sincerely appreciated.
Respectfully,
Nguyen Thi To Loan, PhD Candidate
Part 1 - Background Information: 
Part 1 consists of items about Vietnamese EFL teachers’ demographic backgrounds, qualifications, professional roles, and previous preparation for language assessment.
1. Which best describes the educational institution where you are employed? 
□ Public University / College 
□ Private University / College
□ Other (Please specify) ……………………………………………………………..
2. What is the location of your educational institution?
□ In Northern Vietnam
□ In Central Vietnam
□ In Southern Vietnam
3. Gender:
	□ Female
	□ Male 
	□ Other (Please specify)


4. What is your highest academic qualification?
□ Bachelor
□ Master
□ Doctorate
□ Assoc. Prof.
□ Prof.
5. How many years have you been teaching English at university level, including this year? 
□ 1-5 years
□ 6-10 years
□ 11-20 years
□ >20 years
6. You are currently teaching .....................
□ English major students
□ Non-English major students
□ Both English major and Non-English major students
7. Have you ever taken any training/workshop/seminars/webinars/conferences in language assessment since your teacher preparation program(s)? (If you tick No, please skip questions 8)
	□ Yes
	□ No


8. How well did the course (s) prepare you for your language classroom-based assessment?
	□ Not at all 
	
	□ Somewhat □ 
	□ Fairly well 
	□ Very well


Part 2 - Language Assessment Literacy: 
Please respond to the questions below by ticking ONLY ONE OPTION.
Stage 1: Preparing for Assessment (WHAT)
2.1. Understanding fundamental concepts in the field of language assessment and language assessment frameworks in Vietnam
How knowledgeable are you in understanding aspects/components of language competence? You should select the highest level that best describes your knowledge.
2.1.1. Which of the following aspect describes how do you understand the fundamental aspects of language competence, such as grammatical, sociolinguistic, strategic, and pragmatic components? 
(*) Grammatical competence: knowledge of and ability to use the grammar, syntax, vocabulary, and pronunciation of a language
(*) Sociolinguistic competence: understanding the social context in which language is used.
(*) Strategic competence: the ability to manipulate language or employ alternative strategies to achieve communication goals.
(*) Pragmatic competence: the ability to use language effectively in a contextually appropriate manner.
□ I can point out the fundamental aspects of language competence, including grammatical, sociolinguistic, strategic, and pragmatic components. 
□ I can explain how grammar, sociolinguistics, strategy use, and practical communication skills contribute to overall language competence.
□ I can apply understanding of language competence to develop effective teaching strategies.
2.1.2. Which of the following aspect describes how do you describe the fundamental steps in the process of conducting assessments in English teaching at the university level in Vietnam?
□ I can describe the basic steps involved in conducting an assessment at Vietnamese tertiary level. 
□ I can provide detailed descriptions of each step in the assessment process, including the purpose and key actions involved.
□ I can explain how to implement each step effectively, identify key requirements, and address common issues during the assessment process.
2.1.3. Which of the following aspect describes how do you differentiate language assessment purposes, such as diagnostic, formative, summative, and placement?
□ I can recognize the different purposes of language assessments, such as diagnostic, formative, summative, and placement.
□ I can differentiate between assessment purposes by describing their unique features and roles in language learning.
□ I can analyze the implications of using each type of assessment in educational settings, discussing how they impact teaching strategies and student outcomes. 
□ I can apply that knowledge to design and implement appropriate assessment strategies for specific language learning contexts.
2.1.4. Which of the following aspect describes how do you explain some aspects of language assessment principles and ethics, such as reliability, validity, fairness, and objectivity?
□ I can list some key principles of language assessment such as reliability, validity, fairness, and objectivity.
□ I can explain the importance of maintaining those language assessment principles.
□ I can analyze how the principles impact the effectiveness of language assessments and ethical considerations.
2.1.5. Which of the following aspect describes how do you understand components (such as proficiency levels, descriptors, and assessment domains) of widely used language proficiency frameworks (e.g., CEFR, KNLNNVN, and Vietnamese MOET's 2018 General Education English Curriculum)?
□ I can identify the main components of language proficiency frameworks like CEFR, KNLNNVN, and Vietnamese MOET's curriculum, including proficiency levels, descriptors, and assessment domains.
□ I can explain the proficiency levels within these frameworks, describing what each level signifies in terms of language ability.
□ I can interpret the descriptors in these frameworks, and how they assess language skills in various domains.
□ I can utilize that knowledge to select the content and assessment techniques to meet program requirements.
2.1.6. Which of the following aspect describes how do you recall the key content of language assessment guidelines, rules, and protocols established by the Vietnamese university or department for conducting language assessments?
□ I can provide a straightforward overview of guidelines and regulations in various language assessment contexts. 
□ I can elaborate on these instructions and regulations to ensure accurate application during assessments.
□ I can apply these guidelines and rules accurately in practical assessment scenarios, ensuring compliance and consistency.
2.2. Developing language assessment targets
How skilled (what you CAN DO with what you know) are you in each aspect of language assessment? Please choose the highest level that best describes your typical behaviour:
2.2.1. Which of the following options best describes how you define the learning targets for the four skills and their major language components?
□ I can identify and categorize the four major language skills along with their critical components, such as grammar, vocabulary, pronunciation, and discourse.
□ I can analyze learning needs and contexts to determine the specific competencies required within each language skill.
□ I can set specific, measurable learning targets for each language skill and its components, ensuring they align with broader educational goals.
2.2.2. Which of the following options best describes how you develop specific assessment targets that describe what students should be able to do upon successful learning?
□ I can define specific learning outcomes that detail the knowledge, skills, and abilities students should demonstrate by the end of the learning period. 
□ I can develop criteria for each assessment target to specify how student performances will be evaluated.
□ I can align assessment targets with instructional strategies to ensure that teaching methods effectively support achieving the defined targets.
2.2.3. Which of the following options best describes how you adjust language assessment targets to match the cultural and situational elements that affect language learning and usage? 
□ I can identify cultural and situational factors that affect language learning and usage.
□ I can analyze the impact of these factors on language assessment requirements.
□ I can develop culturally and situationally appropriate assessment targets. 
□ I can implement and continuously assess the effectiveness of these culturally adjusted targets.
2.2.4. Which of the following options best describes how you communicate language assessment targets and expectations to students, fostering transparency and accountability in the learning process?
□ I can list the assessment targets at the beginning of the lesson or unit to provide students with clarity and purpose of their learning activities.
□ I can provide a clear explanation of why each assessment target is essential for students’ language development.
□ I can adjust if necessary based on students' preferences and real teaching context.
2.3. Selecting appropriate language assessment methods
How skilled (what you CAN DO with what you know) are you in each aspect of language assessment? Please choose the highest level that best describes your typical behaviour:
2.3.1. Which of the following options best describes how you evaluate the advantages and limitations of various assessment methods, from traditional tests to performance-based assessments, to select the most effective approach for each context?
□ I can identify the advantages and limitations of each assessment method.
□ I can compare and contrast different assessment methods based on their advantages and limitations to determine their suitability for specific educational contexts. 
□ I can select the most effective assessment method for each educational context, ensuring alignment with learning outcomes and student needs.
2.3.2. Which of the following options best describes how you align the methods of assessments (e.g., to inform instruction, measure proficiency, place students) with assessment targets and learner needs?
□ I can identify assessment targets and learner needs specific to the educational context. 
□ I can align assessment methods with targets to ensure accurate measurement.
□ I can periodically review and adjust assessment methods as necessary to continually meet targets and needs.
2.3.3. Which of the following options best describes how you critically analyze and reflect on existing assessment practices and policies to ensure they are aligned with pedagogical goals and student needs?
□ I identify the current assessment practices and policies within the educational setting. 
□ I can analyze how well these assessment practices and policies align with defined pedagogical goals and student needs. 
□ I can pinpoint what aspects of the current practices are working well and what areas need improvement.
□ I can suggest practical improvements to enhance the effectiveness, fairness, and alignment of assessment practices.
2.3.4. Which of the following options best describes how you adapt existing assessment tools to meet specific learning targets and contextual demands?
□ I can identify the specific needs and areas where the existing assessment tools require adaptation.
□ I can develop specific strategies to adapt the assessment tools, ensuring they are more effective and relevant.
□ I can implement the necessary adaptations to the assessment tools, making adjustments based on the developed strategies.
□ I can evaluate the effectiveness of the adapted assessment tools in meeting the identified needs and objectives.
2.3.5. Which of the following options best describes how you develop new assessment tools to meet specific learning targets and contextual demands?
□ I can analyze learning targets and contextual needs to define requirements for new assessment tools. 
□ I can develop new assessment content that accurately measures learning targets and fits the context. 
□ I can make adjustments to the assessment tools if necessary based on feedback and evolving educational needs.
2.4. Designing assessment tasks to measure specific language abilities or competencies
Please answer the following questions by selecting the highest level that most accurately reflects how you design assessment tasks.
2.4.1. Which of the following aspects best describes how you decide on the type of task (e.g., multiple-choice, essay, presentation, role-play)? 
□ I can analyze various task types (e.g., multiple-choice, essay, presentation, role-play) to understand their characteristics and how they measure different skills.
□ I can take into account factors such as the diversity of the student population, their preferences, and the practical constraints such as time, resources, and technology availability when selecting the task type.
□ I can make an informed decision on the most suitable task type based on an analysis of assessment goals, task characteristics, student needs, and practical constraints.
2.4.2. Which of the following aspects best describes how you draw up language assessment task specifications, such as purpose, construct, description, scoring, and sample task? 
□ I can identify the specific language construct (e.g., grammar, vocabulary, fluency) that the assessment task will evaluate.
□ I can understand the basic components required for language assessment task specifications, such as purpose, construct, description, scoring, and sample tasks.
□ I can develop tailored language assessment specifications, ensuring alignment and coherence among all components.
2.4.3. Which of the following aspects best describes how you describe the conditions under which the task will be performed, such as time limits, resources available, and any aids students are allowed to use? 
□ I can explain the importance of aligning language assessment tasks with the practical constraints of the course.
□ I can develop language assessment tasks that can be feasibly implemented within the allocated time and available teaching resources.
□ I can adjust language assessment tasks to the practical constraints of the course.
2.4.4. Which of the following aspects best describes how you decide on assessment input aligning with the assessment targets? 
□ I can evaluate different types of assessment input (e.g., written questions, practical tasks, multimedia) to determine which best suits the defined targets.
□ I can select the specific inputs that align most closely with the targeted language abilities or competencies. 
□ I can customize assessment inputs to fit the specific educational context and the needs of the learners.
2.4.5. Which of the following aspects best describes how you design tasks that incorporate real-life language use scenarios when possible? 
□ I can identify real-life scenarios for language assessment tasks that reflect practical language skills usage.
□ I can design language assessment tasks that realistically simulate everyday language use.
□ I can tailor scenarios to specific language competencies and educational objectives.
2.4.6. Which of the following aspects best describes how you utilize technology and digital tools in designing language assessment tasks when needed? 
□ I can assess the basic technological needs for language assessments and the availability of necessary facilities and resources in the school environment.
□ I can employ basic digital tools to design language assessment tasks when needed.
□ I can pioneer new digital methods and platforms to create more engaging and comprehensive language assessments.
2.4.7. Which of the following aspects best describes how you articulate instructions for each task, ensuring students understand what is expected of them? 
□ I can formulate straightforward and clear instructions for language assessment tasks that communicate basic expectations to students.
□ I can refine wording to eliminate ambiguity and ensure all students comprehend what is expected.
□ I can employ multimedia tools and interactive strategies to enhance instruction delivery where appropriate. 
2.4.8. Which of the following aspects best describes how you outline what a successful response looks like, such as the length, format, and key components expected in student responses? 
□ I can identify the basic requirements for a successful response, such as general guidelines on length and format.
□ I can specify critical criteria for successful responses, such as exact length, format, and key components to demonstrate language competence.
□ I can illustrate exemplary responses with detailed examples and annotations to explain how each element meets or exceeds criteria.
2.4.9. Which of the following aspects best describes how you develop detailed scoring instrument(s) that detail how responses will be evaluated? 
□ I can construct a basic scoring instrument outlining general evaluation criteria. 
□ I can develop a detailed scoring instrument that specifies evaluation criteria for content, organization, and language use.
□ I can review and refine scoring instruments to improve clarity, reliability, and fairness, ensuring alignment with educational standards.
2.4.10. Which of the following aspects best describes how you define performance levels or scoring bands, providing descriptors for each level to guide consistent and objective scoring? 
□ I can define distinct performance levels or scoring bands that categorize different degrees of proficiency or achievement. 
□ I can develop descriptors for each level of performance for each criterion.
□ I can ensure that the descriptors for each performance level are consistent and objective, facilitating fair and uniform application across different assessments.
2.4.11. Which of the following aspects best describes how you consult or cross-check with colleagues and refine the task? 
□ I can prepare the assessment task details and any related materials necessary for a productive consultation with colleagues. 
□ I can engage colleagues in a collaborative review process, seeking their insights and suggestions for improvements to the assessment task. 
□ I can analyze the feedback received from colleagues, identifying common themes and actionable suggestions.
□ I can implement the refinements to the assessment task based on the consensus or most valuable feedback from the collaborative review.
Stage 2: Conducting assessment (HOW)
2.5. Administering language assessment tasks
Please respond to the questions below by choosing the highest level that best describes your typical way to administer language assessment tasks:
2.5.1. Which of the following aspects best describes how you prepare all necessary materials, such as assessment instructions, question papers, answer sheets, audio-visual equipment (if needed), and any other resources required for the task? 
□ I can prepare and check all assessment materials, ensuring their functionality and correct setup. 
□ I can identify and minimize potential distractions in the assessment environment, such as noise and unnecessary movement.
□ I can create a comfortable and supportive atmosphere for students, ensuring fair assessment conditions.
□ I can coordinate with other examiner(s) if necessary to manage the entire assessment environment setup, ensuring all elements are in place and functional, and make adjustments as needed to maintain an optimal assessment setting.
2.5.2. Which of the following aspect best describes how you follow the specific guidelines and protocols for administering the assessment, such as timing, permitted materials, and instructions?
□ I can prepare detailed and clear instructions for students on how to approach and complete assessment tasks.
□ I can communicate these instructions to all students, ensuring that everyone understands the procedures and requirements of the exam.
□ I can listen to and address any queries from students, aiming to reduce ambiguity and stress for them.
□ I can supervise and support the assessment process to ensure that all students adhere to the instructions, maintaining a serious and fair examination environment.
2.6. Scoring language assessment tasks
Please respond to the questions below by choosing the highest level that best describes your typical way to score language assessment tasks:
2.6.1. Which of the following aspects best describes how you compare the students’ performances and scoring instruments? 
□ I can review the scoring instrument, including their criteria and the expected standards for each performance level.
□ I can match students’ performances with scoring instrument descriptions to ensure evaluation consistency.
□ I can explain how well students’ performances align with scoring descriptors.
2.6.2. Which of the following aspects best describes how you conduct scoring or comment sessions based on the defined marking rubrics of the language assessment task? 
□ I can apply the rubrics to assess student performances, ensuring consistency and fairness in scoring.
□ I can make notes or comments on specific aspects of the student's performance, which can be used later to provide detailed feedback.
□ I can review and make adjustments as needed to ensure that all assessments are aligned with the rubric standards.
2.6.3. Which of the following aspects best describes how you coordinate with other scorers to schedule and organize the scoring sessions? 
□ I can work with other scorers to establish and agree upon scoring norms and calibration, ensuring consistency in applying the rubric criteria.
□ I can conduct collaborative scoring, applying the rubric criteria and discussing each student performance with other scorers to reach consensus on scores. 
□ I can address any discrepancies in scoring by facilitating discussions and reaching consensus with other scorers to boost the reliability of assessments. 
2.7. Giving feedback on language assessment tasks
Please respond to the questions below by choosing the highest level that best describes your typical way to give feedback on language assessment tasks:
2.7.1. Which of the following aspects best describes how you analyze the assessment results to understand each student's performance? 
□ I can analyze assessment results to identify trends and patterns in student performance.
□ I can infer students’ strengths and weaknesses based on data.
□ I can synthesize results from multiple assessments to track each student's progress over time.
2.7.2. Which of the following aspects best describes how you give specific and meaningful feedback aligning with assessment targets and purposes? 
□ I clarify the specific targets and purposes of the assessment to ensure my feedback is relevant.
□ I can deliver specific feedback that aligns with assessment targets and criteria, clarifying students' performance.
□ I can tailor feedback to individual student needs, making it personal and relevant.
2.7.3. Which of the following aspects best describes how you give feedforward providing students with specific advice and suggestions for how they can improve in future tasks? 
□ I can analyze students’ current performances to identify areas where improvement is needed. 
□ I can set clear, achievable goals for improvement based on the analysis of student performance. 
□ I can communicate feedforward effectively, ensuring that students understand the advice and how to apply it to future tasks.
2.7.4. Which of the following aspects best describes how you encourage students’ engagement in self- and peer-assessment? 
□ I can introduce self- and peer-assessment to students, highlighting their benefits for learning. 
□ I can provide structured feedback tools like checklists or rubrics to improve students' self- and peer-assessments.
□ I can evaluate barriers to effective self- and peer-assessment, such as lack of trust or unclear criteria.
□ I can implement strategies to address self- and peer-assessment barriers, focusing on building trust and clarifying criteria.
2.8. Reporting language assessment results
Please respond to the questions below by choosing the highest level that best describes your typical way to report language assessment results:
2.8.1. Which of the following aspects best describes how you communicate assessment results to stakeholders, such as students and the head division? 
□ I can communicate assessment results to stakeholders (such as students and the head division) in a clear and straightforward manner.
□ I can engage in two-way communication with stakeholders, encourage questions and feedback to identify action plans for improvement.
□ I can participate in discussions with the head division about curriculum changes driven by classroom results.
Stage 3: Revising assessment (WHY)
2.9. Evaluating qualities of language assessment process to make improvements for future assessments
Please respond to the questions below by choosing the highest level that best describes your typical way to evaluate qualities of language assessment process to make improvements for future assessments:
2.9.1. Which of the following aspects best describes how you evaluate the construct validity of a language assessment process, such as by assessing the content coverage and verifying the task types used in the task? 
□ I can identify potential threats to validity, such as non-representative test content, and their impact on the assessment's overall validity. 
□ I can analyze the alignment of test items, scoring methods, and administration procedures with the assessment targets to ensure each component contributes effectively.
□ I can propose strategies to improve validity, including revising test items, adjusting scoring criteria, and modifying administration procedures.
2.9.2. Which of the following aspects best describes how you evaluate the reliability of a language assessment process, such as by analyzing its consistency and reviewing the scoring procedures? 
□ I can identify issues affecting reliability, such as scorer inconsistencies or ambiguous test items.
□ I can assess the consistency of language assessments by analyzing test result uniformity and reviewing the systematic application of scoring procedures.
□ I can implement strategies to improve reliability, such as revising scoring guidelines, training scorers for consistent application, and clarifying test items.
2.9.3. Which of the following aspects best describes how you evaluate the authenticity of a language assessment process, such as by examining the task relevance and considering contextual authenticity? 
□ I can review language assessment tasks to ensure their relevance and alignment with the real-world scenarios they aim to simulate.
□ I can analyze each task's authenticity by evaluating how accurately the settings, interactions, and content mirror real-life language use conditions.
□ I can regularly update assessment content to keep pace with changes in language use and relevant contexts in the real world.
2.9.4. Which of the following aspects best describes how you evaluate the interactiveness of a language assessment process, such as by considering the test-takers engagement and their active use of language knowledge and skills? 
□ I can identify engaging elements in language assessment tasks that actively involve test-takers in using their language skills.
□ I can examine the extent to which test-takers apply their language abilities in a meaningful and practical way, looking for evidence of real-world language use and problem-solving.
□ I can synthesize observations, analysis, and feedback to evaluate assessment interactiveness and propose actionable recommendations to enhance future assessments. 
2.9.5. Which of the following aspects best describes how you evaluate the impact of a good language assessment task, such as by considering the educational and social consequences and the perceptions of students, teachers, and other stakeholders? 
□ I can collect feedback and data from multiple sources to evaluate the assessment task’s impact. 
□ I can evaluate the educational and social outcomes of language assessment tasks based on collected data and feedback.
□ I can make informed recommendations for improving the assessment task based on a thorough evaluation of its educational and social impacts.
2.9.6. Which of the following aspects best describes how you evaluate the practicality of a good language assessment task, such as by reviewing the resources and reflecting the assessment process’s efficiency? 
□ I evaluate the criteria that define the practicality of a language assessment task, such as resource availability, time constraints, and administrative feasibility. 
□ I can analyze the administrative feasibility and reflect on the overall efficiency of the assessment process, identifying areas for improvement.
□ I can make practical adjustments to enhance efficiency and communicate the evaluation findings and recommendations to relevant stakeholders.
Thank you for completing the survey. Your contribution is greatly appreciated!
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